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Abstract 

Network traffic classification is a core part of the network traffic 

management. Network management is a critical task since the various 

new applications are emerging every moment and increase in the 

number of users of an internet. Due to this problem, there is a need of 

internet traffic classification for smooth management of an internet by 

the internet service providers (ISP). Network traffic can be classified 

based on port, payload and statistical approach. In the proposed work, 

a novel method to represent internet traffic data based on clustering of 

feature vector using Multiple Kernel Fuzzy C-Means (MKFCM) is 

proposed. Further, feature vector of each cluster is used to build an 

interval valued representation (symbolic) using mean and standard 

deviation. In addition, this interval valued features are stored in 

knowledge base as a representative of the cluster. Further, to classify 

the symbolic interval data, we used symbolic classifier. To validate the 

effectiveness of the proposed model, experimentation is conducted on 

standard Cambridge University internet traffic dataset. Further, the 

proposed symbolic classifier compared with other existing classifiers 

such as Naïve Bayes, KNN and SVM classifier. The experiment 

outcome infers that; the proposed symbolic representation classifier 

performs better than other classifiers. 
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1. INTRODUCTION 

Internet traffic classification is very much essential to 

provide Quality of Service (QoS) [1]. Intrusion detection [2]-[4] 

and other various types of internet traffic detection [5], [6] is a 

very important task in today’s network management and 

security. The main reason is with the demand of cloud 

computing [7], [8] where the deployment of number of 

applications are quickly increasing via the internet. There are 

various approaches to identify the internet traffic. Well known 

and fundamental approaches are based on the port number from 

a given TCP or UDP packet header of internet traffic assigned 

by the Internet Assigned Number Authority (IANA) [9]. 

However, the traffic allocates port numbers dynamically due to 

increase in the number of applications. Therefore, even though 

the port based approach is simple and faster, there are no 

effective methods to classify the IP traffic [10], [11]. Alternative 

approaches are based on the payload signatures to identify the 

internet traffic [12]. This method has several issues such as 

difficult to manage large database, cannot handle encrypted 

internet traffic and lawful inspection. Therefore, to overcome 

the drawback of port based and payload based approach, an 

alternative approach called flow based statistical methods are 

used at present day research [13]. 

 

2. LITERATURE SURVEY 

Identification and classification of internet traffic data plays a 

vital role in internet traffic management. The task poses various 

challenges. The challenges include missing values in the dataset, 

high dimension of the feature set, class imbalance and timely 

classification in case of real time application and lack of ability in 

accurate classification. Data cleaning and data preprocessing is 

the initial step where it contributes in cleaning the artifacts present 

in the internet data. The method of cleaning data using Variation 

of Edited Nearest Neighbor (VENN) is presented in [14] and 

result shows improved accuracy of traffic classification. Various 

feature selection methods are applied to reduce the dimensionality 

which in turn increases the accuracy. Further it takes less time to 

classify internet traffic. Balanced Feature Selection (BFS) method 

is proposed in [15] to reduce the features and chooses optimal 

feature subset. Rough set method is proposed in [16] which not 

only reduces the dimensions, also improves the accuracy and 

computing performance of the classifier. Weighted Symmetrical 

Uncertainty Area Under roc Curve (WSU_AUC) is proposed to 

select stable and robust features in [17]. To study the merits and 

demerits of proposed feature selection methods, different metrics 

such as goodness, stability and similarity are proposed in [18]. 

The presented methods used for dimensionality reduction which 

addresses the multi class imbalance problem. Analysis of 

multiclass imbalance problem and possible solutions are 

investigated in [19]. Various classification methods are 

introduced using machine learning approaches including Data 

Gravitation Classification (DGC) [20] - [22]. There are other real 

time applications which require fast and timely classification of 

internet traffic. To demonstrate the effectiveness of classification, 

Naïve Bayes and Decision Tree based C4.5 algorithms are used 

in [23] over VOIP traffic and online games. 

To handle the issues related to internet traffic, various machine 

learning approaches are studied in the literature. To mention a 

few, supervised classification methods such as Bayes Net, Naïve 

Bayes, Decision Tree and Neural Network [24]. The unsupervised 

machine learning approaches such as K-Means, Expectation 

Maximization [25], [26], Autoclass and DBSCAN [27] are widely 

used in the literature. 

In [28], the authors proposed a symbolic representation model 

using interval valued symbolic features for text documents. The 

enhanced work is proposed by applying adaptive Fuzzy C-Means 

(FCM) in [29]. The proposed approach preserves intra-class 

variation. However, this method is suitable only for linear data. 

The usage of kernel with FCM (KFCM) and Multiple Kernel 

FCM (MKFCM) are the two essential variants of FCM. These 

variants of kernels are basically used to cluster nonlinear data 

[30]. The outcome of KFCM relies on selection of right kernel 
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function. At the same time, selection of kernels for many 

applications is not an easy task. To handle this issue, MKFCM is 

used in [31]. MKFCM is based on the KFCM. However, it uses 

combination of kernel functions. MKFCM is flexible in choosing 

the kernel functions. During text classification, Multiple Kernel 

Fuzzy Clustering is applied using Euclidean distance, Cosine 

similarity, Jaccard coefficient, Pearson correlation coefficient to 

determine pair wise distance between the documents. 

In the proposed work, we are recommending to use a new 

method to efficiently express intra-class variation using MKFCM 

clustering methods. After clustering, we are representing each of 

the clusters with an interval valued of feature vector (symbolic 

representation) using mean and standard deviation. Further, the 

representation will be stored in knowledge base which is a 

representative of each cluster. In internet traffic classification, the 

expert system is used to assign the class label depending upon the 

degree of belongingness. 

The remaining part of the paper is structured as follows: the 

proposed method is presented in section 3, detailed 

experimentation is depicted in section 4 and section 5 presents the 

concluding remarks along with future work. 

3. PROPOSED METHOD 

The proposed method has two steps: i) Representation based 

on Multiple Kernel FCM (MKFCM) and ii) Internet Traffic 

Classification. 

3.1 REPRESENTATION BASED ON MKFCM 

In the proposed system, initially the internet traffic data is 

represented by feature vector matrix. To reduce dimensionality of 

feature vector matrix, we adopt Regularized Locality Preserving 

Indexing (RLPI) method [32]. Unfortunately, RLPI has 

noticeable intra-class variations. Thus, to handle this variations, 

we propose cluster based Multiple Kernel Fuzzy C-Means 

(MKFCM) method. In this method, we are considering intra-class 

variations via MKFCM clustering approach. We represent each 

cluster by an interval valued feature vector. 

Let d1, d2, d3,…, dN be a set of N data points and Fk = fk1, fk2, 

fk3,…,fkm be a set of m features. The objective function of MKFCM 

is given by, 
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2

1 1

, ,
N C

m

ic i i

i c

J w U V u d v
 

    (1) 

where w is the weights, U is the membership and V is the cluster 

center. C is the number of cluster and N is the number of features. 

The uic is the membership value of the ith data point to cth cluster.  

The vc is cth cluster center.  is an implicit nonlinear map and 
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where KL is the inner product of kernel function. i.e.

     ,
T
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where 1 2 3( , , ,..., )lw w w w w is a vector which consists of weights 

and the sum of weights equal to 1. i.e., 1 2 3 ,..., 1lw w w w    

and value of each weight should be greater than or equal to zero. 

i.e. 0,l lw   . 

In the proposed method, we use four kernels to calculate the 

pair wise distance between each data point and the cluster. 

Following are the kernels used: Euclidean distance, Cosine 

similarity, Jaccard co-efficient and Pearson Correlation 

Coefficient. 

The main purpose of MKFCM is to find the combination of 

weights w, membership U and cluster center V which minimizes 

the objective function present in Eq.(1). To obtain the 

membership value (uic), Eq.(1) is used with Lagrange multiplier. 

The membership function transforms to: 
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where    2 2|| ||ic i cD d v    

The weight w is obtained by solving Eq.(1). Further, using 

Lagrange multiplier l, weight w becomes: 
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where the coefficient l  is given by, 
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where the coefficient icl is given by, 
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MKFCM method is used to cluster the training data points. 

The intra-class variance of each feature is captured in the form of 

interval value. i.e., ,ck ckf f    , where
ck ck ckf     and 

ck ckf  

ck . The ck is the mean of kth feature of data points present in 

the cth cluster. The ck is the standard deviation of the kth feature 

of vector present in the cth cluster. The interval value serve as 

upper and lower limits of the feature vector in a cluster. The 

reference data point for class Cc is formed using the representation 

of each feature in the form of interval value. i.e. 

 
1 1 2 2[ , ],[ , ],...,[ , ]c c c c c cm cmRF f f f f f f       (8) 

The interval values are used to represent the cth cluster. 

Therefore, we will have N number of symbolic vectors 

representing clusters corresponding to a class. 

Algorithm 1: MKFCM method 

Data: RLPI feature vector with F features, set of kernel function 

K number of cluster C, fuzzification degree m and 

convergence criteria  

Result: Symbolic feature vector RF,  

Step 1: Initialize membership matrix U 
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Step 2: Repeat: Calculate normalized membership value 
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Step 3: Calculate the icl coefficient using Eq.(7) 

Step 4: Calculate the l coefficient using Eq.(6) 

Step 5: Update weights using Eq.(5) 

Step 6: Calculate distance as 2 2

1

L

ic icl

i

D wl


  

Step 7: Update membership value using Eq.(4) 

Step 8: until:     1U t U t      

Step 9: Calculate ck and ck for each cluster Cc 

Step 10: Represent each cluster using symbolic vector RF as in 

Eq.(8) 

3.2 INTERNET TRAFFIC CLASSIFICATION 

To classify the internet traffic, in the proposed work, we 

considered a test data point which has m features containing crisp 

values. The features of test data point are compared with 

corresponding interval valued features. The number of features 

which falls within the interval decides the belongingness. The 

class label of the test data point is obtained by calculating the 

degree of belongingness Bc. The degree of belongingness Bc is 

calculated as, 
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The features of the test data point falling within the respective 

feature interval of the reference class contributes as value 1 

towards Bc. The value of Bc of all remaining clusters are computed 

and class label is assigned based on the test data point for which 

the class has highest Bc. 

4. EXPERIMENTAL SETUP 

4.1 DATASET 

The authors in [33] have used the internet traffic data obtained 

from Cambridge University. Internet traffic data flows associated 

with various categories of classes such as www, mail, bulk, attack, 

P2P, database and services. The dataset which are used consists 

324,277 data flows. The flows are split into 7 classes and uses 12 

attribute values to determine the classes. The preferred attributes 

and its definition is shown in [34]. The 1000 random flows for 

each class are equally chosen for our experimentation to avoid 

class imbalance issue. A total number of 7000 flows were used 

for the experimentation. 

4.2 PRE-PROCESSING 

Preprocessing the data is the first step before start of 

experimentation to get the effective result. During preprocessing, 

raw data will be converted into meaningful format. To pre-process 

the data, we have applied normalized function as shown in the 

Eq.(11) to convert the data into 0-1 range. 

 ' min

max min

x x
x

x x


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   (11) 

where, x = current value of the feature set, xmin = minimum value 

of the feature set and xmax = maximum value of the feature set. 

4.3 EXPERIMENTATION 

This section presents the results of the experiment which are 

conducted and discussed the effectiveness of the method proposed 

on Moore’s dataset. In this experiment we use multiple kernels to 

compute the pair wise distance between two data points. The 

choice of the kernels is: Euclidean distance (KFCed), Cosine 

similarity (KFCcs), Jaccard Coefficient (KFCjc) and Pearson 

Correlation Coefficient (KFCpcc). The fuzzification degree (m) 

is set to 2 and the Convergence Criteria (ε) is set as 0.0001 by 

empirical evaluation to build symbolic representation model.  

The obtained classification accuracy of the proposed symbolic 

classifier is compared with Naive Bayes classifier (NB), K-

Nearest Neighbour (KNN) and Support Vector Machine (SVM) 

classifier. During the experimentation, data is divided into two 

sets having (a) 50% training and 50% testing and (b) in the second 

set of experiment we have set 60% of training 40% testing. Both 

a and b sets are run separately for 5 times to measure the accuracy 

which is tabulated in Table.1. Classification accuracy is chosen as 

the metric to compute and compare the accuracy across different 

classifiers. The traffic data for training are chosen randomly for 

each class to create symbolic feature vectors.  

From Table.1, it is observed that, the proposed method based 

on symbolic representation obtained a better result. This is 

because, for a given internet traffic dataset, we cannot predict 

which kernel performs well. However, when we combine kernels, 

multiple kernels contribute more to the cluster. Thus, there is an 

improvement in the result. 

Table.1. Comparative analysis of the Proposed Method 

Classifiers 

Training 

vs. 

Testing 

Kernels 

KFCed KFCcs KFCjc KFCpcc MKFCM 

NB 
50:50 71.35 74.50 70.85 73.25 77.95 

60:40 73.15 75.00 71.20 74.50 79.55 

KNN 
50:50 70.25 70.85 70.30 71.25 73.25 

60:40 71.55 72.65 73.55 73.95 74.90 

SVM 
50:50 76.45 77.15 78.90 79.10 80.25 

60:40 78.50 79.80 79.10 81.25 83.15 

Symbolic 

Classifier 

50:50 78.65 79.20 80.25 81.55 82.95 

60:40 80.45 81.55 82.90 83.75 84.60 

The Fig.1 depicts the performance of various kernels used viz., 

Euclidean distance (KFCed), Cosine similarity (KFCcs), Jaccard 

Coefficient (KFCjc) and Pearson Correlation Coefficient 
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(KFCpcc) and the proposed ultiple Kernel Fuzzy C-Means 

(MKFCM).  

Fuzzy C-means is a well-known soft clustering approach. 

However, identifying the right kernel in FCM and implementing 

kernel function is not easy in practical. Reason behind this is to 

map nonlinear data relationships to relevant feature space. To 

address this problem, MKFCM is proposed. MKFCM is an 

extension of Fuzzy C-Means with multiple kernels. Combining 

many kernels and adjusting the kernel weights automatically 

gives the better result when compared to other methods such as 

Naive Bayes classifier (NB), K-Nearest Neighbour (KNN) and 

Support Vector Machine (SVM) classifier.  

The proposed MKFCM method achieves highest accuracy of 

82.95 and 84.60 for training and testing ratio of 50:50 and 60:40 

split respectively. 

 

Fig.1. Comparative analysis of various kernels with the proposed 

method 

5. CONCLUSIONS 

Internet traffic classification plays a vital role in internet 

traffic management by the internet service providers. This is due 

to exponential growth in the number of applications and increase 

in the number of users who depend more on internet. Classifying 

those applications or categories of an application to provide 

Quality of Service to the user is fundamental necessity in the 

current trend. Hence, in this paper, a new representation for 

internet traffic data is presented. Internet traffic data is 

represented using symbolic features. This is a new representation 

model for the internet traffic data using clustering based Multiple 

Kernel Fuzzy C-Means (MKFCM) algorithm. The kernels used 

for the experimentation are the Euclidean distance (KFCed), 

Cosine similarity (KFCcs), Jaccard Coefficient (KFCjc) and 

Pearson Correlation Coefficient (KFCpcc). The proposed 

symbolic representation will give interval valued representation. 

To evaluate the efficacy of the proposed model, experimentations 

are conducted on the standard Cambridge University internet 

traffic dataset. Further, results are compared with the Naive Bayes 

classifier (NB), K-Nearest Neighbour (KNN) and Support Vector 

Machine (SVM) classifier. The experimentation outcome reveals 

that, the symbolic representation using MKFCM clustering 

techniques obtain better classification accuracy using symbolic 

representation approaches compared to NB, KNN and SVM 

classifier. In future, the proposed work will extend to use 

symbolic feature selection methods. This will intern reduce the 

higher dimensions to lower dimensions. Further, it is also planned 

to explore other features which will capture intra-class variations 

effectively. 
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