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Abstract
Medical data mainly includes data of patients and their associated symptoms. Detecting a disease is becoming costly in terms of money and effort. Medical care will be much better if the predictions can be made with minimal efforts. Predictive modeling will help in detecting a disease early. Medical prediction methods which are computer based will help to improve diagnosis. These methods are the important components of decision support systems. This paper suggests the use of predictive modeling as a classifier. The records in dataset are used to construct classifiers using a combination of random forests and genetic algorithm. The inputs to the predictive model are records from the dataset. Genetic algorithm when used in field of computer science help to form methods that lead to a solution that is acceptable. The results of experimentation show that the random forests when used in combination with genetic algorithm gives better accuracy than random forests algorithm alone.
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1. INTRODUCTION

Medical care includes assessment of risks, under uncertainty. Analytical techniques are getting approval in addressing decision problems that are of classification type in fields of healthcare and medicine. Diagnosis of a disease needs the interpretation of data collected through medical tests which is recorded in datasets. The available data is evaluated by a doctor who uses case based reasoning of precedent sufferers. Disease diagnosis based on machine learning has become part of the medical environment as a supportive tool. The main focus while designing such tools is the accuracy of the overall system. Supervised learning methods have training phase [1]. In the training phase, there is input from records in form of vector or matrix, with labeled data depending on which a model is generated. Testing involves checking or testing of vector or input which is unlabeled data. There are learning algorithms which construct a set of classifiers. Then these classifiers classify test data by voting, which is collective prediction of each classifier.

This paper is based on enhancing the random forests (RF) [2] which is an ensemble algorithm, by using the genetic algorithm, which when applied in the steps of the random forests algorithm which improves the performance of the predictive model by improving accuracy. We name this approach as R-GA.

2. RELATED WORK

Guidi, Pettenati et al. [3] have made a comparison between machine learning methods of Neural networks, Support vector machine (SVM), fuzzy genetic system, classification and regression tree (CART), RF. The accuracies obtained for neural networks, SVM, fuzzy genetic, CART, RF are 77.8%, 80.3%, 69.9%, 81.8% and 83.3%, respectively. Anonymized data of Heart failure patients is used by this system for the purpose of assistance to patients.

Prinzie Anita and Dirk Van den Poel [4] have used Random MultiNomial Logit (RMNL) which involves the use of the RF. The RMNL have chosen a default of random variables as the square root of the total no of variables in the dataset. In a comparison of balanced and unbalanced RF, the unbalanced RF have shown increased Pearson Correlation Coefficient (PCC) of 24.66 with setting number of chosen variables to 252, out of 441 variables that were available, whereas, for a balanced RF with same settings, PCC was 21.67. This means that, for balancing RF, PCC must be reduced. It is stated that supervised learning is helpful in multi-class classification.

Ahmad Taher Azara et al. [5] have used RF as a classifier in the medical field, to detect lymph diseases. It has made use of classification methods based on machine learning using classifier of RF as well as genetic algorithm. The dimension reduction of lymph diseases dataset is achieved by genetic algorithm and classification is done by RF. This combination of RF and genetic algorithm gives accuracy of 0.922 as opposed to 0.812 of RF classifier without feature selection. This is very well used in the bio-medical field for suggesting the relevant medicines as per the prediction.

A. O’zcift [6] has used RF classifier with data resampling to detect cardiac arrhythmia. The performance of RF algorithm is decided on the distribution of classes in dataset. Here, in normal distribution accuracy of RF is 76.3% and that in re sampled distribution is 90%. Prediction of individual instances has been described in [7]. A generalized approach for prediction was presented which can be used for any method of classification which gives outputs of class probabilities.

Kusiak Andrew and Verma Anoop [8] have used the RF algorithm in fields of turbines. Here also the RF is shown to give better accuracy. A comparative study of various algorithms of SVM, chi-square automatic interaction detector (CHAIID) algorithm, neural network, boosting tree algorithm (BTA), RF algorithm gives accuracies of 95.8%, 96%, 97.6%, 98.8%, 99.4% respectively. Thus the RF algorithm performs better. Tripoliti E et al. [9] have suggested an alteration in the voting mechanism used in the RF algorithm and the construction of models. This paper mentions the method to use the available RF algorithm and also the modified method of RF. Accuracy is increased in the modified method, so there is an overall improvement in the performance of RF. Classical RF gives accuracy of 73.70% on breast tissue dataset. Tree selection
approaches SBS-RF and SFS-RF are explained in [9], [10]. Modifications have been done on feature selection techniques and these approaches give better accuracies.

Miao Liu et al. [11] have made a comparison of the RF algorithm has been made with SVM, neural network, boosting, back propagation and it is found that the RF algorithm is best suited for applications in pattern recognition. The average correct rates (CR) on cross validation sets of the four data sets performed by Back Propagation Neural Network (BPNN), SVM and RF were 86.68%, 66.45% and 99.07%, respectively. Structured outputs are found in problems related to predictive modeling [12]. It shows ways of learning ensemble models consisting of RF and bagging. Performance of ensembles is better than single tree models in terms of ranks, with critical distance set at a 0.05 level of significance. When structured outputs are present, ensemble method is used for predictions.

Pedernagna Mattia et al. [13] have given the methods for feature selection in attribute profiles in optimized manner by using the genetic algorithm. It aids in finding the optimal solutions iteratively. The RF algorithm gives ranking of features. This combination of RF and genetic algorithm is efficient. Training set for RF classifier is given of 100 samples from dataset of University of Pavia. Remaining samples were given for fitness function evaluation. This combination of RF and genetic algorithm is useful for feature selection. The time consumption is lowest with the use of the RF classifier in the parallel case for both the considered datasets of University of Pavia and Indian Pines. The result of applying RF on dataset of University of Pavia, directly classifying entire extended multi attribute profile (EEMAP) with the proposed approach of feature selection are more better than without the proposed approach. Overall accuracy (OA) for EEMAP with RF for principal component analysis (PCA) is 96.11% and 96.40% without the proposed approach.

A. Amirov et al. [14] have used the genetic algorithm along with the neural networks in systems making use of medical data. Training of neural network is done by using the genetic algorithm. The order in which procedure of crossover and mutation is done carried out is important. This trained network which classifies records as healthy and sick, gives value of sensitivity of 92.3% .Thus, genetic algorithm can be used in combination with other algorithms to improve accuracy.

From this literature survey, we have seen that RF algorithm is efficient. Utilization of the principles of RF is likely to further increase the accuracy of a classifier. Resampling a dataset improves accuracy thus leading to better performance. RF performs better in comparison to other methods of classification. Thus, ensemble methods are better than the single decision trees.

So using RF, which is an ensemble method, is a promising algorithm useful for designing a predictive model. Combined approach RF and genetic algorithm gives better results.

### 3. ALGORITHMS AND STRATEGIES USED FOR EXPERIMENTATION

In this paper, we have used a combination of random forests [2] and the genetic algorithm [15], [16].

#### 3.1 THE RANDOM FORESTS ALGORITHM

The random forests algorithm, in machine learning, can also be thought of as an ensemble method for classification [2]. A dataset with attributes is the input to this algorithm. Random subsets of the given dataset are formed. Then, on each of the random subsets that are created, a decision tree will be formed. The resultant class of any test record is decided by the algorithm, which in this case, uses the majority vote technique.

Suppose ‘x’ is the input in the form of a matrix. On the matrix, there are trees formed randomly. Say there are ‘b’ number of trees namely tree1, tree2, ….. , treeb, each of which gives decision k1, k2, …., kb respectively. The majority voting method is applied. Final vote is k class, which will be decided as the class of the test record under consideration.

The random forests algorithm works on the method of randomly selecting the subsets. This means that there is no bias when the random forests algorithm is used.

#### 3.2 GENETIC ALGORITHM

The Genetic algorithm [16], [17] is based on a methodology inspired by the biological evolution and evolutionary algorithms to find solutions. Genetic algorithm falls in the category a machine learning techniques. It optimizes a population. Operators of crossover and mutation in genetic algorithm help to generate better solutions.

### 4. THE STEPS FOLLOWED IN THE PROPOSED SYSTEM

The architecture proposed in this paper is described in the following figure. From the Fig.1, we see that the final prediction is given by the system, not just by direct implementation of random forests algorithm, but by using genetic algorithm along with random forests.

![Fig.1. Steps for prediction in the proposed system](image-url)
There are training and testing phases in our approach. Genetic algorithm is introduced as an additional step in the random forests.

Dataset is the input to the system. We use medical datasets of Breast Cancer, Acute inflammation, Hepatitis, MRI, Thyroid, Parkinson’s, and Thoracic Surgery, all available at the UCI machine learning repository [19]. In the training phase, classifier is trained by using the combined approach of random forests and genetic algorithm. In this phase, firstly, the multiple decision trees are formed by using the random forests algorithm. Then, the genetic algorithm is applied on these trees to see if these trees can be further improved to yield better accuracy. If so, these trees are used to give the final class by making use of the majority voting technique.

In the testing phase, unlabeled records are given as input to the system. The classes labels of these records are predicted based on the training done in the training phase. Thus the output is the predicted class of the unlabeled records.

### 4.1 HOW THE PROPOSED SYSTEM MAKES USE OF THE COMBINATION OF RANDOM FORESTS AND GENETIC ALGORITHM

The following are the steps involved in the proposed system.

#### 4.1.1 Initialization of Population:

This step has found and given the list or set of attributes for the further three steps. The following figure, Fig.2, shows a flowchart adopted for this purpose.

![Flowchart for initializing the population](image)

Firstly, the population is selected randomly by using the random forests algorithm. Then, trees for the selected population are generated. This continues until the termination criterion is met. The terminating condition is decided to be a certain variable of maximum number of trees. In our case, this variable is set to 100. So, 100 trees are generated and these trees form the initial population.

#### 4.1.2 Fitness function and its evaluation:

This function evaluates the fitness of the attributes [17]. Measure for fitness function we use is accuracy.

#### 4.1.3 Crossover:

Crossover involves replacing the part of the tree with another sub tree to see if the resultant tree gives better accuracy.

#### 4.1.4 Mutation:

Mutation step involves replacing a randomly selected attribute with another attribute to find if a tree which yields better accuracy can be formed.

### 5. EXPERIMENTAL RESULTS AND ANALYSIS

The datasets under consideration Breast Cancer, Acute inflammations, Hepatitis, MRI, Thyroid, Parkinson’s, and Thoracic Surgery, all available at the UCI machine learning repository [19].

As an example, we have considered Breast Cancer dataset, available at [20]. This dataset has 569 instances and 32 attributes, the last attribute being the class label of the record.

For our experiments, we have used performance measures of accuracy, sensitivity, specificity, precision, recall and f-measurement, all defined in [18]. The Fig.3 shows a comparison of values of performance measures on the dataset in [20]. From Fig.3, it is seen that values for all these measures obtained by using the combined approach of random forests and genetic algorithm are better than those obtained by using the random forests algorithm individually. Accuracy increases from 94.13% by using random forests algorithm to 94.65% by using R-GA. Similarly, sensitivity increases from 96.35% to 96.79%, specificity increases from 88.69% to 89.71%, precision increases from 95.43% to 95.60%, recall increases from 96.35% to 96.79%, f-measure increases from 95.88% to 96.19% by using R-GA.

![Comparison of performance measures of accuracy, sensitivity, specificity, precision, recall and f-measurement on Breast Cancer dataset](image)
Our experimental results are shown in Table 1. It shows the comparison of the performance measure of accuracy on datasets of Breast Cancer, Acute inflammations, Hepatitis, MRI, Thyroid, Parkinson’s, and Thoracic Surgery, all available at the UCI machine learning repository [19]. This table confirms that there is an increase in the accuracy by using our approach of R-GA. Similar results are obtained for sensitivity, specificity, precision, recall, and f-measurement.

Table 1. Comparison of accuracy (in %)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy obtained by using Random Forests</th>
<th>Accuracy obtained by using combined approach of random forests and genetic algorithm (R-GA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute inflammations</td>
<td>94.534%</td>
<td>96.697%</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>93.506%</td>
<td>98.376%</td>
</tr>
<tr>
<td>MRI</td>
<td>98.367%</td>
<td>99.945%</td>
</tr>
<tr>
<td>Thyroid</td>
<td>94.534%</td>
<td>96.697%</td>
</tr>
<tr>
<td>Parkinson’s</td>
<td>92.307%</td>
<td>94.153%</td>
</tr>
<tr>
<td>Thoracic surgery</td>
<td>88.244%</td>
<td>89.106%</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>94.13%</td>
<td>94.65%</td>
</tr>
</tbody>
</table>

6. CONCLUSION

For datasets in Table 1, we compared the performances of random forests and combined approach of random forests and genetic algorithm in terms of accuracy. Genetic algorithm is proposed as an additional step in the random forests algorithm. This combined approach (R-GA) improves the performance of the classifier while preserving the randomness feature of the random forests algorithm. As the number of generations in the genetic algorithm increases, better trees are formed. So, the most optimal trees are found in the last iteration of the execution of the system. Prediction of a record whose class label is unknown is done by using these trees.
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