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Abstract 

The usage of social media to interchange ideas and facts has increased 

exponentially due to technological advancements. Platforms for video 

sharing, like YouTube, have distinctive environments and architecture 

that people use for entertainment, education, and to keep themselves 

updated. YouTube is one of the most frequently used social media 

platforms, and users can connect to it by viewing, sharing opinions 

through comments, liking and disliking videos. A viewpoint or 

judgement formed about anything is referred to as an opinion. It can 

be collected and used to check knowledge, suggest the author with new 

video ideas, and analyze user behaviour. In this study, the data 

extracted from the free video-sharing platform YouTube concerning 

the ‘Air India Flight Urination Case’ was observed recently to 

recognize people’s opinions on national and international levels. Based 

on approximately 10,000 comments about the incident, models are 

applied to classify and investigate the sentiments. This investigation 

uses TF-IDF and Bag of Words (BoW) text modelling techniques and 

observed that BoW performs better than TF-IDF. Moreover, Naive 

Bayes, Logistic Regression, Decision Tree, Support Vector Machines, 

and some ensemble algorithms like Random Forests, Gradient Boost, 

and Voting Classifier combining (Support Vector Machine, Decision 

Tree, Logistic Regression and Random Forest) with soft and hard 

voting had been applied and found that Support Vector Machine has 

the highest classification accuracy of 84%. 
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1. INTRODUCTION 

Web 2.0 technology’s emergence has increased the Internet 

bandwidth, technology for streaming videos has advanced 

significantly, and sharing information is no longer limited to still 

text or still photos. The dynamic video method increasingly 

became popular in presenting content. Due to this pattern, Internet 

users now frequently view content online, and various video-

sharing services have sprouted up to accommodate the increased 

demand. The steady expansion of web videos has steadily 

impacted video viewers’ behavioural traits. In today’s scenario, 

where everyone needs all information within a few seconds, some 

search engines like YouTube and Google provide that information 

to the users on the spot. YouTube is useful in every industry, 

whether discussing education, medicine, entertainment, or 

tourism [1]. It is the second-largest search engine and the third-

most visited website [2], [3]. YouTube is a global platform 

accessible in over 100 countries and 80 languages. Originally 

designed for video sharing, it has become a multifaceted resource, 

offering education, entertainment, and even a space for online 

communities. With over 2 billion monthly users, YouTube keeps 

people engaged for an average of more than 1 billion hours each 

day [4]. YouTube is becoming more and more popular due to the 

prevalence and accessibility of smartphones and used at least once 

by an individual to gain some knowledge. 

The incident can happen anywhere, and some incidents can be 

ignored, but some incidents are such that they impact human life. 

Apart from the news channel, many channels on YouTube discuss 

various incidents happenings. People keep themselves updated by 

watching them. Multiple users also use it as a discussion forum 

where views about the incident are shared as comments. People 

like to express their feelings more when an incident occurs where 

common people start visualizing themselves. Due to the broad 

occurrence, there has been an increase in worldwide social media 

users sharing their thoughts and feelings. The public’s thoughts 

and feelings cover a wide spectrum. Every individual discusses 

their views and feelings as a YouTube comment. In this study, the 

sentiments on an incident are analyzed where a drunk man 

exposed himself and peed on a female passenger in the business 

class of Air India flight AI-102 travelling from New York to Delhi 

on November 26. Different people may have different views 

about this incident. It is important to declare that we use only 

YouTube comments for sentiment analysis here. Since the day of 

that incident, more than 100 YouTube videos have been uploaded 

by different content creators, whether it is a news channel or by 

an individual. It has also topped the list of most commented news 

on the Times of India website [5]. Information circulates digitally 

between users in this quick-paced world, which might influence 

how other users feel. Consequently, it’s essential to understand 

the prevailing opinion. Sentiment analysis is a method of studying 

and interpreting human emotions through the processing of 

natural language [6], [7], [8]. 

Sentiment analysis used to analyze YouTube comments will 

provide insight into an important metric called polarity [9]. The 

data’s polarity ranges from +1 and -1; negative sentiment is 

completely presented by -1, 0 is neutral, and +1 is entirely 

positive. With this study, the public’s reaction to this incident is 

analyzed. The comments related to the incident are extracted 

using the keyword’ air India urination case’. The major goal of 

this study is to understand the public’s perceptions of the specific 

occurrence posted on YouTube. The polarity and factual accuracy 

of comments about the demonstrations are examined by gathering 

YouTube data. The intent is to perform a detailed study of the 

YouTube comment data using visualization frameworks. 

Moreover, to identify the study’s challenges and issues and talk 

about how this research might be incorporated into potential 

future works. 

The well-known supervised machine learning algorithms. 

Like, Support Vector Machine, Decision Tree, Naive Bayes, 

Logistic Regression, Random Forest, Gradient Booting and 

Voting Classifiers are applied for the categorization and 

prediction of sentiment in comments. By mixing many models, 

ensemble learning enhances machine learning outcomes [10]. An 
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ensemble is a supervised learning algorithm because it can be 

trained and used to make predictions. Since text data cannot be 

processed by computers in its raw state, it must be cleaned before 

machine learning models are trained. Therefore, manual text 

conversion into a numerical format is needed [11]. In light of this, 

we investigate the outcomes of two NLP techniques- Term 

Frequency, Bag of Words, and Inverse Document Frequency 

Approach [12]. TF-IDF and BoW are some methods of NLP that 

assist in transforming comment phrases into numerical vectors. 

TF-IDF highlights terms that are unique to particular 

comments or subjects in the YouTube comment collection. and 

work better for tasks requiring the identification of important 

phrases, such as sentiment analysis, topic modelling, etc [13]. 

BOW is an easy and effective way to represent text and better for 

text classification tasks where word order and semantics are less 

important [14]. It is a basic approach that might be useful in 

capturing the general emotion or topic of a statement. It does not 

require significant linguistic analysis, making it simple to execute. 

1.1 BAG OF WORDS(BOW) AND TERM 

FREQUENCY(TF) - INVERSE DOCUMENT 

FREQUENCY(IDF) 

• Bag of Words (BoW): The Bag of Words model separates 

characteristics from a remark that may be applied to 

modelling, such as in our example of using machine learning 

algorithms to classify the sentiment of comments. It has two 

components: a group of well-known terms and a measure for 

assessing their presence. The sequence in which they occur 

is also neglected in BoW. The initial step is constructing a 

vocabulary from all the different terms in the comment’s 

data frame. The final step is to list these terms and track how 

often they appear in every remark. Finally, you supply the 

model with the number matrix for training. 

• TF-IDF: Since it assesses the significance of a word in a 

phrase, the TF-IDF method performs better than the BoW 

technique [15]. When evaluating word frequency, one 

typical problem is that frequently occurring terms start to 

take over the text yet may not have the necessary 

“informative material” for the model to distinguish between 

them appropriately. IDF determines the importance of a 

word. IDF is required since simply computing the TF is 

insufficient to understand the importance of words. 

1.2 NAÏVE BAYES 

The Bayes’ Theorem, which requires predictor independence, 

is the foundation for the supervised learning method Naive Bayes 

[16], [17]. The classifier believes that one function in a class does 

not influence the presence of any other characteristic. That makes 

it possible to understand what the Bayes theorem asserts. In 

machine learning, choosing the optimal hypothesis (h) given the 

dataset is a specific need (d). Taking advantage of our prior 

understanding of the circumstance is one of the easiest approaches 

to selecting a hypothesis. One may compute the likelihood of a 

belief given prior knowledge using Bayes’ Theorem [18]. The 

Naive Bayes method was implemented using the sci-kit-learn 

toolkit, and before that, we used a count vectorizer to transform 

the comments into a token count matrix. 

1.3 DECISION TREE 

In decision trees, the dataset properties are represented by core 

nodes. Decision rules are presented by branches, and leaf nodes, 

which provide the result, comprise a tree-structured classifier. The 

components of a decision tree include decision nodes and leaf or 

branch nodes. Decision nodes make decisions with numerous 

branches, while branch nodes represent the outcomes of such 

choices, indicate whether the emotion is positive, negative, or 

neutral, and have no extra components. Here, the collection of 

comments is first regarded as the root node or the place to gather 

information. The method employed by Decision Trees is entropy, 

which determines how the results are divided [19]. A decision 

tree’s bounds are impacted by it. It should also be noted that 

entropy values range from 0 to 1 [20]. 

 E = -p*log(p) - q*log(q) (1) 

The computation of entropy is described in Eq.(1). Here, p is 

the probability of a positive class, and q is the negative class. 

1.4 LOGISTIC REGRESSION 

It is a common machine learning method in the supervised 

learning technique. It makes predictions about a dependent data 

variable by investigating the correlation between one or more 

independent variables that are already present. The method of 

logistic regression has grown in significance in the field of 

machine learning. We have included it in our study because 

training logistic regression is extremely effective and easy to 

execute and analyze. Moreover, it classifies unfamiliar records 

fairly quickly. 

1.5 SUPPORT VECTOR MACHINE 

Considering a set of training examples, each of which is 

classified into one of two categories, a model created by an SVM 

training algorithm categorizes fresh instances into one from two 

groups, making it a conditional linear classifier without 

probability. The SVM best fits in situations when there are more 

dimensions than samples. SVM provides a hyperplane (line) that 

acts as a decision border that distinguishes between the two 

classes. Depending on which side of the hyperplane a data point 

falls, it might belong to a different category. 

1.6 RANDOM FOREST 

Another supervised machine learning approach is random 

forest. It consists of several decision trees. The algorithm consists 

of two phases: Constructing a random forest and predicting using 

the classifier produced in the first step [21]. The random forest 

algorithm starts by choosing random samples from a pre-existing 

dataset. A decision tree will then be built using this method for 

each instance. The forecast outcome from each decision tree will 

then be obtained. Voting will be done in this phase for each 

expected result. Finally, choose the prediction result that received 

the most votes as the final forecast result. 

We employed random forest to compare its precision to the 

decision tree method and determine how much better it would be. 

We found that the accuracy is much higher with fewer estimators 

than with the decision tree. 
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1.7 GRADIENT BOOSTING CLASSIFIER 

Ensemble classifiers combine several separate classifiers, 

which can be helpful since doing so can produce more accurate 

predictions[22]. The boosting strategy connects several weak 

learners (predictors with low accuracy) (and a model with strong 

accuracy) to create a powerful learner. This approach advances 

stage-wise to construct an additive model. Each prediction in 

gradient boosting aims to outperform the one before it by 

lowering the errors [23]. 

1.8 VOTING CLASSIFIER 

The Voting Classifier (VC) is an ensemble learning technique 

combining several basic models to create the best result. It 

normally accumulates the outcome of each classifier submitted to 

this classifier and predicts the output class with the greatest 

number of votes. However, instead of forming separate, 

specialized models and evaluating the validity of each, we create 

a single model trained using these models and predict output 

based on their aggregate majority of votes for each output type 

[24]. The voting classifier supports two different voting methods. 

• Hard Voting: Hard voting is also known as majority voting, 

where each classifier casts a single vote, and the class with 

the most votes wins. When classifying data, a hard-voting 

ensemble predicts the type with the most votes by adding 

them for clear class labels from other models. 

• Soft Voting: When using soft voting, each classifier offers a 

probability value that a specific data point belongs to a 

particular target class. It adds the predicted probabilities for 

the various class labels to predict the class label with the 

highest sum probability. Our study introduced a voting 

classifier SDLR, which combines Support Vector Machine, 

Decision Tree, Logistic Regression, and Random Forest. We 

have applied SDLR with soft and hard voting and found 

some interesting results discussed in sections 6 and 7. 

Using TF-IDF and BoW, the textual information was 

transformed into numerical weightage in vector format. 

Additionally, for prediction purposes, eight classifiers: Naive 

Bayes, Logistic Regression, Decision Tree, Support Vector 

Machine, Random Forest, Gradient Boost, and Voting Classifier 

with hard and soft voting. The earlier studies on sentiment 

analysis of YouTube data are shown in the following section. 

Methodology and Building a Model are covered in Sections 3 and 

4. Section 5 discusses Model Prediction, and Section 6 discusses 

the Results and Analysis of Experiments. Finally, the Discussion 

and Conclusion were mentioned in Sections 7 and 8, respectively. 

2. RELATED WORK 

The rise of Web 2.0 technology has made the Internet 

increasingly user-centric. YouTube is a data centre where people 

create massive volumes of data. The general public frequently 

uses it to share their opinions on various public issues. A social 

media platform, such as YouTube, creates data that may be 

utilized for multiple purposes, including subject and person 

analysis. Due to the rise of social networks, more users have been 

uploading data online, such as views on individuals, events, and 

goods. 

Modern machine learning and NLP algorithms can analyze 

user conversations on social network platforms’ emotions. It has 

developed as an essential tool for recognizing human behaviour, 

studying public relations, and resolving various problems. With 

the rise of AI, we now have these tools available to us [25]. 

There are many uses for sentiment analysis, and multiple 

academics have utilized it to extract explanations from YouTube 

data to investigate an occurrence or address a problem. Several 

important initiatives are progressing, including classifying 

YouTube videos into six emotion categories. Hateful acts have 

increased in social networks due to greater social media use. One 

of these behaviours that users must defend themselves against on 

YouTube, Facebook, Twitter, etc., is hate speech because it is 

among the most hazardous. Sentiment analysis can also predict 

hate speech from various social media content. The author in [26] 

describes a system for predicting hate speech from social media 

websites using machine learning and natural language processing. 

There have been numerous academic attempts with two 

classes (positive or negative), three classes (two with neutral), or 

multiple classes (happy, sad, fear, surprise, and anger). 

Nevertheless, selecting the most accurate model can be difficult. 

As a result, efforts by Alhujaili et al. have been made to identify 

the polarity using sentiment analysis of YouTube comments [27]. 

A concept of a semiotic dictionary based on emoji is proposed in 

[28]. The approaches and strategies for sentiment analysis that can 

be applied to YouTube videos are examined in their study. 

Additionally, it describes various techniques helpful in 

sentiment analysis and data mining studies. Based on this rating, 

the video’s popularity, relevance, and quality are typically 

preserved. However, the number of views or likes can often cause 

unrelated or poor-quality films to rank higher in search results, 

which doesn’t make sense. H Bhuiyan et al. proposed a sentiment 

analysis method based on Natural Language Processing (NLP) for 

user comments to reduce this problem [29]. This technique 

enables locating the most pertinent and well-liked YouTube 

videos for the search. 

Usually, liking or disliking the videos’ relevance and quality 

is the defining factor determining their ranking. The significance 

of a video can often only be determined after watching it, and as 

a result, irrelevant videos may be placed higher. The authors have 

used aspect-based sentiment analysis to examine the effects of 

various characteristics of the video’s subject on video retrieval 

[30], [31]. In [32], They looked at related work on filtering 

YouTube spam comments and ran classification tests using 

several machine-learning methods. To determine whether the 

most popular video has the most positive opinion and to discuss 

the challenges involved in analyzing the sentiment of comments 

under YouTube videos, [33] set out to find the emotion of the top 

five videos (based on views) under the recipe for the Bengali 

delicacy “Rasbora”. As the Internet grows throughout the globe, 

users post comments in many languages. Sentiment analysis in 

one language increases the risk of overlooking crucial information 

in texts written in different languages. Therefore, multilingual 

emotion analysis algorithms have been developed to assess data 

in several languages. A sentiment analysis model of Marathi news 

has been proposed to filter out positive information [34]. In [35] 

and author mainly studied comments on YouTube and tweets 

from Twitter to grasp attitudes in the Arabic language. 
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The primary use of sentiment analysis is sentiment 

classification, which begins with a subjective examination. First, 

the text identifies whether it contains objective or subjective 

opinions expressing personal sentiment. A sentence, paragraph, 

and document-level sentiment analysis are all possible. Or we can 

say that emotion categorization aims to identify the words or 

sentences that best convey viewpoints, emotions, and attitudes. 

For instance, “wonderful” has a good connotation, whereas 

“ugliness” has a bad sense. Study in this area has increasingly 

advanced from analytical research on straightforward sentimental 

terms to more document-level sentiment and complex sentence 

analysis; the number of subjective articles conveying personal 

opinions online is growing [36]. The second stage is to classify 

polarities. The goal is to recognize individual responses to certain 

events. Sentences and phrases are organized into positive, 

negative, and neutral classes to assess the sentiment orientation 

and the viewpoints represented in the text. Instead, words and 

phrases are grouped according to feelings such as joy, sorrow, 

warmth, amusement, and surprise. The numerous emotional 

categories P Ekman includes in the emotion annotation and 

representation language encompass the majority of emotions [37]. 

India is a comprehensive part of a democratic society; anyone 

can express their opinion on any societal incident here. 

Recognizing the emotions behind online conversations is critical 

for understanding an event or an incident because it allows us to 

consider a larger audience and participants who can be both direct 

and indirect. Neogi et al. used Twitter data on farmers’ protests to 

learn more about the global public’s feelings about particular 

events [38]. Moreover, in [39] the author uses conversations on 

Twitter about the conflict between Russia and Ukraine recently to 

determine people’s sentiments. 

Individual opinions can also be changed due to external 

influences. In [40] the negation approach in emotion mining has 

already been researched [41], [42]. A sentence’s polarity can 

frequently be determined by the emotive words or phrases that it 

contains. However, the polarities may be reversed by words or 

phrases’ negation; the scope of each negative word or sentence 

that comes before it determines the contextual polarity. Negations 

can take many forms and change the meaning of entire sentences 

and individual words. The area where meaning is altered is called 

the “scope of negation”. 

Additionally, negations can change the sense of statements 

subtly. Using emoticons to categorize polarity is another area of 

interest [43], [44]. The first emoticon, which effectively conveyed 

emotion in written text, was used in 1982. Now emoticons are 

commonly used on social networking sites, discussion boards and 

blogs to express opinions. Based on past study and categorization 

of emoticons, the emoticons were divided into several emotion 

categories, such as happy, sad, furious, flirty, and sleepy. 

Sentiment strength detection is the third phase. Sentiment strength 

detection is further examined when sentiment categorization is 

finished. For example, videos of good quality and that are worth 

viewing again are both favourably orientated but may have 

different emotional polarity levels. As a result, to extract more 

sentiment information from sentiment analysis, it is necessary to 

analyze further how strongly positive and negative sentiments are 

expressed. 

Machine learning approaches for sentiment categorization 

may be separated into supervised and unsupervised. Recent 

comparisons of these approaches indicated that the accuracy of 

the supervised learning method is high, but the time taken to train 

on annotated data is more. On the other hand, unsupervised 

learning depends on the utilized sentiment corpus or dictionary. 

Unsupervised learning performs in real-time, despite the 

experimental outcomes being less precise than supervised 

learning [45]. Words, phrases, and sentences that are part of 

articles are measured. Following processing, the data are 

correlated in a vector space where each term or phrase denotes a 

dimension. Through Supervised learning, the associated weight 

for each dimension may be found. The TF-IDF and Bag of Words 

(BoW) were used as the primary technique for creating feature 

vectors in this investigation. 

3. METHODOLOGY 

In this section, we go through the detailed strategy used to find 

the people’s opinions about an incident that happened last week 

of November 2022. On a flight operated by Air India, travelling 

from New York to Delhi, a drunk male passenger peed on a co-

passenger, a senior woman in her seventies sitting in a business 

class aisle seat [5]. Fig.1 illustrates the systematic procedure we 

used to predict and evaluate the opinion of a specific YouTube 

user. The first step in the process is to get the data from YouTube, 

followed by several important steps, such as cleaning, translating 

and preparing sentences to make them machine intelligible [46]. 

The next step is determining and categorizing a user’s sentiment 

using two criteria. Additionally, visualization techniques may be 

utilized to examine how people feel about certain issues. Finally, 

we plot the performance data and forecast the comments using 

machine learning methods. 

 

Fig.1. Step-by-step approach to sentiment analysis 

3.1 DATASET 

10,000 YouTube comments were collected in January 2023 

from more than 50 videos uploaded related to the Air India 

urination incident. We have extracted raw data by using Google 

YouTube API in Python. It requires authentication using private 

access tokens and an API key. The incident happened and came 

into the news in the last week of November 2022, and we have 

chosen the starting date as after January 2023. Although we can 

select any date after this happens, we waited so long because we 

wanted to collect more and more comments. The only reason for 

choosing a particular incident in our study is to analyze textual 

content to determine public sentiment. We are not trying to 

convey our personal views on it. We used the keyword’ air India 

flight urination case’ as a search query wherein all the comments 
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given to relevant YouTube videos were extracted. The comments 

from 9331 individual responses were gathered and kept in CSV 

format. Finally, the dataset has four attributes as Published_At, 

Comment_ID, Comment and Video_ID. 

3.2 DATA PRE-PROCESSING 

One of the most critical components of data investigation is 

ensuring that the computer understands the collected data. 

Machines can only grasp binary digits 0’s and 1’s; they cannot 

understand words, photos, or movies. It takes numerous steps to 

give an input only made up of binary numbers. Therefore, 

processing the data is very necessary, and it necessitates a method 

known as data cleaning that entails converting raw data into a 

form that machines can interpret [47], [48]. Because we have a 

large text dataset comprising YouTube comments, to remove 

significant variations to avoid data inconsistency, we must clean 

it. The method for cleansing data is quite simple. Before data 

cleaning, we used a Python open-source pandas library to remove 

duplicate records. We discovered 505 identical items that reduced 

the dataset’s structure or the number of comments to 8826 unique 

items. 

As shown in Table.1, some comments contain additional 

languages than English. Since solely the sentiment categorization 

of English sentences is the main focus of our investigation. Hence, 

we need to convert them into English. Some records also contain 

transliteration (The alphabets of another represent words and 

phrases from one language; their sound is preserved) [49], [50]. 

Python open-source library called Googletrans converts 

sentences, including transliterated ones, into English. Special 

letters, punctuation, numbers, and emojis were also eliminated 

from the comments. 

Tokenization is a technique for dividing huge texts into tokens 

[51]. An initial step in text data modelling is tokenization. Next, 

it helps to determine the meaning of the text by studying the word 

order. We have used a text normalization technique called 

lemmatization to convert any word to its basic root mode [52]. 

Finally, we added a new pandas column named “all_eng_text” to 

our current comment dataset data frame to hold the completely 

pre-processed comments. 

3.3 LEXICON-BASED SENTIMENT ANALYSIS 

APPROACH 

The sentiment scores of all words in the document are 

aggregated in a Lexicon-based strategy using a pre-prepared 

sentiment lexicon [53]. In this work, we have chosen to use a 

lexicon-based methodology to bypass the process of producing 

labelled data. The key benefit of using a lexicon-based method is 

that it is considerably simpler to grasp and can be rapidly updated 

by humans. The orientation of semantics may be identified and 

classified as neutral, positive, or negative using this method. 

Sentiment analysis, by definition, is a technique for retrieving 

polarity and subjectivity from text, while semantic orientation 

assesses the text’s polarity and strength [54]. Adjectives and 

adverbs are utilized in this method to reveal the semantic flow of 

the text [55]. In the next step, the sentiment orientation value of 

YouTube comments is calculated using various adverb and 

adjective combinations. A lexicon-based sentiment analyzer with 

pre-defined rules for words or lexicons is called VADER and is 

used on the collected dataset [56]. In addition to indicating 

whether the word dictionary is positive, negative, or neutral, 

VADER also suggests whether a sentence is positive, negative, or 

neutral. The result from VADER is a Python dictionary with four 

keys and their corresponding values as ‘neg’ for negative, ‘neu’ 

for neutral, ‘pos’ for positive, and ‘compound’ for the compound 

score. The compound score is calculated by normalizing the other 

three (negative, neutral, and positive) between -1 and +1. Python 

NLTK VADER lexicon is used to analyze sentiment. The 

comments are represented numerically, and VADER assigns 

individual scores to each. Finally, each statement is labelled as 

Positive, Negative, or Neutral using the compound score. 

3.4 Sentiment Categorisation 

We have discussed that the comments are represented 

numerically, and VADER assigns individual scores to each. The 

values can be exactly 0 in some circumstances. For example, a 

score for sentiment will be awarded based on the polarity value, 

and the calculation is performed so that the opinion will be 

reported as negative if the score is less than 0 and positive if the 

polarity is higher than 0. In all other circumstances, the sentiment 

is considered neutral, and the score is set to 0, as shown in Table.2.  

 

Table.1. Sample dataset of Air India incident 

Published_At Comment_ID Comment Video_ID 

2023-01-18 

T09:09:52Z 

UgwD8Y-wb-

xQ3KcEMjB4AaABAg 

Nice video. In my opinion there should be restriction in 

number of alcohol drinks served in International air-lines. 

Also, the passengers who are drunk should not be allowed to 

board a flight. I have seen many drunk pas-sengers allowed to 

board in a domestic flight. 

LUHp78uxuoI 

2023-01-09 

T16:53:56Z 
Ugwtsv5o0HdEw90OMbN4AaABAg bhaie kyon plane main logon ko sharab pilate ho 1_Rqvoi5QuU 

2023-01-07 

T09:55:53Z 
UgygEQjCSXBq4dHo19l4AaABAg 

अमेरिकन कंपनी ने हमे आईना दिखाया है. हमें शमि् दिि भी नही ं

आती अभी भी िोषी को सजा िी जा सकती है. जो िी भी जानी चदहए 
 erDwCvo_rFQ  

2023-01-12 

T10:06:41Z 
UgwNyCsGzGZJhYBjDbp4AaABAg 

To all the people who are supporting Mishra, you will have a 

special place in hell. 
Ru2TdCum5QY 
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Table.2. The Positive, Neutral and Negative comments from 

vader 

Comment 
Polarity  

Scale 
Sentiment 

In many country due to this reasons 

indians are ban from many places 
-0.5574 Negative 

Let s start from self discipline learn  

how to behave in public places 
0 Neutral 

There are a lot of bad habits in us but I 

must say we lack patriotism and unity that 

is the main reason of such problems 

-0.8176 Negative 

Great job guys spreading awareness god 

bless you 
0.8402 Positive 

Great video and journalism Good insights 

into the incident Could u make a video of 

how freshers are treated in Indian uni and 

how that can be solved 

0.8442 Positive 

I travel US to India and heard a lot of bad 

reviews of air India But this hits limit I 

doubt I will ever travel to air India again 

-0.7184 Negative 

After categorizing the emotions, we looked at the total number 

of opinions and discovered many individuals have negative 

feelings towards the incident. 

4. MODEL PREDICTION 

To fit the algorithms mentioned above into our dataset, we use 

the sci-kit-learn machine-learning package based on Python. This 

part also covers the acquired data’s prediction, visualization, and 

analysis. A comparison of the accuracy and performance 

comparison of negative, neutral, and positive sentiment for each 

ML algorithm using BoW and TF-IDF are shown in Table.3 and 

Table.4, respectively. 

 

Fig.2. Sentiment Analysis Framework for YouTube Comment

Table.3. Algorithms accuracy and performance comparison using BoW 

 Accuracy 
Negative Neutral Positive 

Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 

Naïve Bayes 64 0.58 0.87 0.70 0.84 0.45 0.58 0.62 0.53 0.57 

Decision Tree 80 0.82 .0.74 0.78 0.83 0.94 0.88 0.73 0.70 0.71 

Logistic Regression 81 0.88 0.77 0.82 0.76 0.96 0.85 0.80 0.67 0.73 

SVC 84 0.88 0.80 0.84 0.82 0.97 0.89 0.82 0.73 0.77 

Random Forest 80 0.84 0.77 0.80 0.75 0.97 0.85 0.84 0.63 0.72 

Gradient Boost 81 0.88 0.75 0.81 0.74 0.99 0.84 0.84 0.65 0.73 

SDLR Soft Voting 82 0.86 0.78 0.82 0.81 0.97 0.88 0.80 0.70 0.75 

SDLR Hard Voting 83 0.85 0.82 0.84 0.80 0.98 0.88 0.84 0.64 0.73 

Table.4. Algorithms accuracy performance comparison using TF-IDF 

 Accuracy 
Negative Neutral Positive 

Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 

Naïve Bayes 67 0.59 0.94 0.72 0.84 0.57 0.58 0.80 0.40 0.53 

Decision Tree 79 0.81 0.75 0.78 0.82 0.92 0.87 0.73 0.70 0.71 

Logistic Regression 78 0.81 0.79 0.80 0.73 0.89 0.80 0.81 0.61 0.69 

SVC 82 0.85 0.81 0.83 0.80 0.92 0.85 0.80 0.71 0.75 

Random Forest 79 0.82 0.77 0.79 0.75 0.95 0.84 0.82 0.61 0.70 

Gradient Boost 80 0.88 0.76 0.81 0.74 0.98 0.84 0.82 0.63 0.71 

SDLR Soft Voting 82 0.84 0.80 0.82 0.94 0.88 0.80 0.70 0.75 0.87 

SDLR Hard Voting 81 0.81 0.84 0.82 0.80 0.94 0.86 0.87 0.60 0.71 
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The complete framework for sentiment analysis on YouTube 

comments is shown in Fig.2. Data pre-processing is initially 

applied to the comment dataset, in which the data is cleaned by 

removing duplicates and stop words, the dataset is tokenized, and 

the term is lemmatized to its root form. Pre-processing also 

includes translating non-English and transliterated sentences into 

English using google translate. A lexicon-based sentiment 

calculation methodology uses the data after pre-processing to 

quickly evaluate the text’s semantic orientation. Each comment 

compound polarity value is assigned using VADER. The opinions 

are then classified manually based on the polarity value. The 

comments are then converted into a numerical format using two 

NLP techniques named BoW and TF-IDF. After converting the 

dataset to a numerical form, we split it into training and testing. 

The training dataset is then fed into machine learning models. 

After learning from the data, we can use the model with a test 

dataset to predict attitudes. Finally, the performance of models 

can be evaluated based on indicators such as accuracy, precision, 

recall and confusion matrix. 

5. RESULT AND ANALYSIS OF 

EXPERIMENTS 

The Fig.3(a) and Fig.3(b) show a polarity map for all negative 

and positive comments. The negative polarity is dense in the -0.4 

to -0.6 range, while the positive polarity is dense around 0.4. That 

indicates that most people have a negative sentiment towards the 

incident. 

The Fig.4 depicts a word cloud generated from cleaned 

comments. A pictorial view of regularly used terms in a dataset is 

provided by Word Cloud. We fed our cleaned comment dataset to 

the model to produce a word cloud [57]. 

 

 

Fig.3. (a) Polarity map for all negative comments. (b) Polarity 

map for all negative comments 

The terms that are used most are represented by the whole 

word cloud. A larger font word appears more frequently than a 

smaller font word. The words that appear most frequently in our 

word cloud of comments include people, air, India, Indian, flight, 

drink, Mishra, alcohol, and many others. While words like air, 

India, people and flight highlight the common motive of 

comments, terms like drink, alcohol, and passenger indicate that 

these were associated with the incident. YouTube viewers suggest 

banning alcohol in public places. 

The Fig.5(a) shows the confusion matrix for Support Vector 

Machine using the BoW vectorizer. The true label refers to the 

comment’s actual sentiment, while the predicted label refers to the 

comment’s predicted sentiment. According to the confusion 

matrix, 719+743+412 = 1874 comments sentiments were rightly 

predicted with their true label. In addition, it also shows that 

98+79+10+10+89+66 = 352 comments were predicted with the 

incorrect sentiment. Hence, of the total comments, 84% were 

predicted properly as their actual label, while the remaining were 

projected incorrectly as their actual class. 

Likewise, Fig.5(b) shows the confusion matrix for the SDLR 

hard voting using the Bag of Word vectorizer. A total of 

740+747+361 = 1848 comments were accurately predicted 

according to the confusion matrix, but 378 comments were 

wrongly predicted, i.e., 83% of comments were correctly 

predicted. 

The Fig.6 depicts the accuracy graph of five algorithms. The 

lowest accuracy was 64% for Naive Bayes, while the best 

accuracy was 84% for Support Vector Machine. It is clearly 

shown that SVC gives slightly higher accuracy than ensemble ML 

algorithms. 

 

Fig.4. Word cloud 
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Fig.5.(a) Confusion matrix for SVM using the BoW vectorizer. 

(b) Confusion matrix for SDLR hard voting using BoW 

vectorizer 

 

Fig.6. Algorithms accuracy chart for ML algorithm using BoW 

6. DISCUSSION 

This study focused on extracting and analyzing comments on 

the Air India flight urination incident. This incident occurred in 

the last week of November and was in the headlines of almost all 

digital and print media for a long time. Data on this incident 

continue to be abundantly generated on various social networking 

sites. As a result, standard techniques for processing such massive 

data are quite difficult; thus, we require significant computational 

capacity and methods to process it quickly. After analyzing the 

comments, it was found that most people want that alcohol should 

not to be served in flight or any public place.  

They wish that some restrictions or punishment should be 

given to the culprit. In other words, we can say that people have a 

negative sentiment towards this incident. This study can also 

provide some directions to organization policymakers to take 

appropriate action. Some strict action was taken as Air India has 

decided to ban the accused from flying for four months, and the 

Directorate General of Civil Aviation (DGCA), the aviation 

regulator, fined Air India 30 lakh rupees are some example that 

supports our research outcome. 

Several studies have been undertaken to categorize the user’s 

opinion because online information spreads quickly [58]. Our 

research focuses on recognizing various sentiments by analyzing 

public comments and organizing the views according to polarity 

using a variety of machine-learning approaches. We have applied 

different ML techniques with TF-IDF and BoW factorization and 

found that BoW is more accurate than TF-IDF. 

 

 

 

Fig.7. (a) Box plot. (b) Sentiment polarity range 

7. CONCLUSION 

Online platforms have enabled people to communicate their 

views, ideas, and opinions [59]. Social networks have increased 

in popularity for this purpose, spreading ideas and creating 

personal beliefs. Due to this, the flight incident saw a huge 

increase in YouTube video uploads where users shared their 

thoughts as comments. It has given rise to all types of people who 

are angry about the problem. In this paper, by creating a sentiment 

analysis algorithm, we looked at ways to comprehend people’s 

sentimentality and determine the direction of the incident 

outcome. The box plot shown in Fig.7(a) depicts a more negative 

sentiment polarity range than positive sentiment. The chart in 

Fig.7(b) indicates that most comments are negative, with neutral 

feelings coming in second and positive sentiments coming in last. 

In addition, for classification and prediction, eight typical 

machine learning models were applied and discovered that the 

support vector machine produced the best results. 
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