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Abstract 

The rapid development of Generative AI, particularly Generative 

Adversarial Networks (GANs), has revolutionized the creative 

industries, including music and art generation. Artists and musicians 

are increasingly integrating AI to co-create novel compositions and 

artworks, expanding creative boundaries and fostering innovative 

forms of artistic expression. Despite the promising potential, the 

adoption of AI in these fields raises concerns regarding creativity, 

authorship, and the preservation of artistic authenticity. This study 

explores the application of GANs for music and art generation, 

focusing on the collaborative potential of Human-AI co-creation. The 

primary problem lies in the challenge of maintaining creative 

autonomy while using AI as a tool, as well as addressing concerns 

about the originality of AI-generated content. In this study, GANs are 

used to generate music and visual art, with a focus on the generative 

process in combination with human input. We employ a hybrid model 

that allows artists and musicians to interact with AI systems, offering 

feedback and curating results to guide the output. The method 

incorporates feedback loops where human selections influence the 

direction of the generation process, ensuring that the final product 

aligns with human aesthetic preferences and intentions. The results 

indicate that human-AI collaboration leads to a richer and more 

diverse output compared to fully AI-driven generation. For example, in 

music generation, the hybrid model produced compositions with 89% 

user satisfaction in terms of creativity and relevance. Similarly, in art 

generation, 85% of participants reported that AI-generated pieces 

inspired new artistic ideas, showcasing the effectiveness of AI-human 

synergy in creative fields. The findings highlight the importance of co-

creation in ensuring AI-generated content is meaningful and 

artistically valuable. 
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1. INTRODUCTION 

1.1 BACKGROUND 

Generative AI has become an essential tool in creative 

industries, revolutionizing the way art and music are conceived 

and produced. Specifically, Generative Adversarial Networks 

(GANs) have emerged as powerful models capable of producing 

high-quality visual and auditory content. GANs consist of two 

components, a generator and a discriminator, that work in 

opposition to produce realistic outputs from random noise, 

enabling the generation of novel artworks, music, and even entire 

compositions. This technological advancement has opened up 

new creative possibilities for both artists and musicians, fostering 

innovation and offering an expansive palette of tools for co-

creation with AI systems [1-3]. With the increasing integration of 

AI in creative fields, the collaboration between humans and 

machines in art creation is becoming more frequent, where AI is 

viewed as an assistive technology rather than a replacement for 

human creativity. 

Despite the promising potential, the integration of GANs and 

similar AI technologies into creative practices presents several 

challenges. One major challenge is maintaining the balance 

between human creativity and machine-generated output. Artists 

may struggle with the idea of AI infringing upon their unique 

artistic identity, while musicians may feel that AI undermines the 

authenticity of their compositions [4]. Additionally, the 

generative nature of GANs often results in outputs that are 

aesthetically impressive but can lack the nuanced emotional depth 

typically associated with human-created art. There is also the risk 

of AI-generated works being perceived as derivative or lacking 

true originality, as the models are trained on large datasets that 

might inadvertently replicate existing works, leading to concerns 

over authorship and copyright infringement [5-7]. Furthermore, 

the computational complexity involved in training these models 

and the necessary large datasets pose practical barriers to 

widespread adoption within smaller creative studios or 

independent artists. 

The central problem addressed in this research is the effective 

utilization of GANs in a collaborative framework where human 

creativity is harmonized with AI capabilities. Specifically, the 

research focuses on the use of GANs for generating music and 

visual art, aiming to address the gaps in creative autonomy, 

artistic authenticity, and the need for meaningful AI-human 

collaboration [8]. Artists and musicians often require a system 

that not only generates content but also allows them to interact, 

curate, and refine the output based on their preferences and vision. 

The challenge lies in developing a user-friendly interface for 

human-AI interaction while ensuring that the final creative 

product maintains a high level of quality, originality, and 

emotional depth [9-11]. 

The primary objective of this study is to explore and 

implement a hybrid Human-AI co-creation model using GANs for 

generating music and art. The key objectives are: (1) to investigate 

the potential of AI-generated music and art in collaboration with 

human feedback, and (2) to assess the quality and creativity of the 

output in a co-creation environment. This research introduces a 

novel approach that not only generates content but also facilitates 

dynamic interaction between the human creator and AI, allowing 

for iterative refinement of the outputs. Unlike traditional GAN 

models, which function independently, this approach emphasizes 

a collaborative feedback loop between the human user and the 

machine. This hybrid method aims to enhance the artistic value of 

the output while preserving the artist’s individuality and creative 

control. The contributions of this study include the development 

of a co-creation model that fosters greater creativity and user 

satisfaction in artistic and musical productions, as well as 

empirical data on the effectiveness of this model. 
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2. RELATED WORKS 

Generative Adversarial Networks (GANs) have attracted 

significant attention in both academic and creative domains due 

to their ability to generate highly realistic images and 

compositions. Early applications of GANs in creative industries 

focused on visual art generation. For instance, [12] introduced 

Deep Convolutional GANs (DCGANs), which significantly 

improved the quality of generated images and paved the way for 

various art-related applications. These models were later extended 

to more complex art generation tasks, where they were used to 

create artwork that mimics famous artists’ styles. Applications 

such as these have raised questions about the role of AI in the 

creative process, as some artists see it as a tool for enhancing 

rather than replacing human creativity. 

In the field of music, GANs have been employed to generate 

original compositions, with several studies showing that AI can 

produce music that mimics human compositions in various 

genres. For example, [13] proposed a model that generates piano 

music by training GANs on a dataset of classical compositions. 

This model demonstrated the ability of GANs to create music that 

is both structurally complex and harmonically coherent. 

Similarly, Dong et al. [14] extended the use of GANs to generate 

more complex musical compositions, showing the potential for 

AI-generated music in a wide range of styles and moods. 

Despite these advances, the main challenge in AI-generated 

art and music remains the question of creativity and authenticity. 

Various studies have focused on the need for human input in 

guiding the generative process. [15] explored the concept of 

creativity in AI-generated art, suggesting that collaboration 

between human artists and AI can yield more innovative 

outcomes than fully automated systems. This aligns with the 

concept of Human-AI co-creation, where AI acts as a creative 

partner rather than a tool for replication. The hybrid approach, as 

proposed by [16], where human artists curate and guide AI 

outputs, has shown to produce more meaningful and personalized 

art. 

Further research has explored human-AI collaboration in the 

music domain. [17] proposed an interactive model for 

collaborative music composition that allows musicians to provide 

feedback and steer the direction of AI-generated music. Their 

findings highlight that the best results come from a balanced 

collaboration, where the AI serves as an assistant that expands the 

creative possibilities for musicians rather than replacing their role 

entirely. 

Recent advancements in AI have also emphasized the need for 

interpretability and control in the generative process. In the 

context of art and music generation, researchers such as [18] and 

[19] have worked on developing models that allow users to 

specify the desired attributes of the generated content, thereby 

making AI-generated works more aligned with human intentions. 

This approach helps mitigate concerns about the lack of control 

and unpredictability in AI-generated content. 

In the music domain, GANs have also been used in tandem 

with reinforcement learning to improve the quality of generated 

compositions by allowing the AI system to learn from user 

feedback in real-time. A study by Zhang et al. [20] integrated 

reinforcement learning into the GAN framework to generate 

music that evolves based on user preferences, further enhancing 

the idea of a co-creation model. 

As AI continues to evolve in creative industries, researchers 

are increasingly focused on improving user experience and 

satisfaction in human-AI collaboration. Recent works like those 

by [21] have explored how human feedback during the generation 

process can be used to refine and personalize AI outputs. This 

trend is seen as essential for the future of creative industries, as 

AI technology becomes more integrated into artistic practices. 

Thus, while GANs have made significant strides in art and 

music generation, the concept of Human-AI co-creation remains 

a promising avenue for future research. By enabling a more 

collaborative relationship between humans and machines, we can 

foster a creative environment where AI acts as a partner that 

enhances, rather than competes with, human ingenuity. 

3. PROPOSED METHOD  

The proposed method integrates Generative Adversarial 

Networks (GANs) with a Human-AI co-creation framework to 

generate music and art collaboratively. The process begins by 

training the GAN model on large datasets of music and visual 

artworks, enabling it to learn the underlying patterns, structures, 

and styles inherent in the data. Once trained, the user—an artist or 

musician—interacts with the AI system through an intuitive 

interface that allows them to provide feedback and guide the 

generative process. The steps are as follows in Fig.1. 

 

Fig.1. Proposed Framework 

The process starts with the collection of a dataset relevant to 

the desired output, such as a collection of musical compositions 

or visual art pieces. The GAN is trained on the dataset, with the 

generator learning to create new pieces that resemble the dataset 

and the discriminator evaluating their authenticity. Once the GAN 

model is trained, the user selects a starting point or provides initial 

preferences (such as a specific genre, style, or mood) for the 

creation process. The AI generates a piece based on the user’s 

input, and the user provides feedback—either in the form of direct 

alterations (e.g., adjusting rhythm, color palette) or preferences on 

the generated content. This feedback is used to guide the next 

iterations of content generation. The model iterates through 

multiple feedback loops, refining the generated music or artwork 

to better align with the human creator’s vision and preferences. 

After several iterations of refinement, the final output is 

presented, with the user having had significant control over the 

aesthetic and creative aspects of the generated content. This 
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hybrid process leverages AI’s capability to generate new and 

innovative content while maintaining the artist’s role in shaping 

and refining the final product, ensuring a balance between 

machine creativity and human artistic intent. 

3.1 DATASET 

The proposed method utilizes four distinct datasets for 

training and evaluation, each specifically chosen to represent 

different aspects of music and art generation. These datasets help 

ensure that the generative model can learn a variety of styles, 

structures, and characteristics. Below are descriptions of each 

dataset, along with sample table values for each. 

3.1.1 Music Composition Dataset: 

This dataset contains a collection of music compositions from 

various genres such as classical, jazz, electronic, and 

contemporary. The music pieces are represented in symbolic 

form, typically as MIDI files, which encode pitch, rhythm, and 

dynamics. The dataset is designed to allow the GAN to learn 

diverse musical structures, from simple melodies to complex 

orchestral arrangements. 

Table.1. Sample Music Composition Dataset 

Composition  

ID 
Genre Artist Tempo Key 

Duration 

(s) 

001 Classical Beethoven 120 
C  

Major 
300 

002 Jazz Miles Davis 100 
D  

Minor 
180 

003 Electronic Daft Punk 128 
A  

Major 
240 

004 Contemporary Taylor Swift 95 
G  

Major 
210 

3.1.2 Visual Art Dataset: 

The visual art dataset includes a wide range of paintings and 

digital artworks, spanning multiple styles and periods, such as 

abstract, realism, cubism, and impressionism. These images are 

typically preprocessed into a consistent format (e.g., 256×256 

pixels) for use in training the GAN. The dataset allows the model 

to learn different artistic techniques, color palettes, and 

compositional strategies. 

Table.2. Sample Visual Art Dataset 

Artwork  

ID 
Artist Style 

Dimension  

(px) 

Color 

Palette 

Year of 

Creation 

001 
Pablo 

Picasso 
Cubism 256×256 

Blue, 

Beige 
1907 

002 
Claude 

Monet 
Impressionism 256×256 

Soft 

Pastels 
1889 

003 Banksy Street Art 256×256 
Black, 

White 
2005 

004 
Jackson 

Pollock 
Abstract 256×256 

Mixed 

Colors 
1947 

3.1.3 Music Emotion Dataset: 

This dataset contains music tracks annotated with emotions, 

such as happy, sad, energetic, or relaxed. It helps the generative 

model understand how different musical features (such as tempo, 

key, and instrumentation) correlate with emotional expression. 

The dataset is essential for generating emotionally resonant music 

that aligns with user preferences during the co-creation process. 

Table.3. Sample Music Emotion Dataset 

Track  

ID 
Genre Tempo Key Mood 

Emotional  

Tone 

001 Classical 60 C Major Sad Melancholic 

002 Jazz 120 F Minor Happy Uplifting 

003 Electronic 128 A Minor Energetic Intense 

004 Pop 100 G Major Relaxed Calm 

3.1.4 Artistic Style Dataset for GAN Training: 

This dataset contains images of artworks from specific artists 

or artistic movements, categorized by style. The dataset allows the 

GAN to generate art that is stylistically similar to iconic works, 

such as those by Van Gogh, Monet, or Picasso, which can be used 

in collaborative creation processes. This dataset is critical for 

training the GAN to replicate or combine various artistic styles. 

Table.4. Sample Artistic Style Dataset 

Artwork  

ID 
Artist Movement 

Dimensions  

(px) 
Key Feature 

001 

Vincent 

Van 

Gogh 

Post-

Impressionism 
256×256 

Thick 

Brushstrokes 

002 
Georges 

Seurat 
Pointillism 256×256 

Dots and 

Spots 

003 
Henri 

Matisse 
Fauvism 256×256 Bright Colors 

004 
Gustav 

Klimt 
Symbolism 256×256 Gold Leaf 

These datasets are used to train and evaluate the GAN model 

for music and art generation, allowing it to produce outputs that 

span a wide range of styles, emotions, and complexities. Each 

dataset plays a vital role in ensuring that the generative process 

can accommodate diverse user preferences and facilitate 

meaningful human-AI collaboration. 

3.2 MODEL TRAINING OVERVIEW 

The proposed model training process utilizes a Generative 

Adversarial Network (GAN) to learn the underlying patterns and 

structures from the four different datasets: music composition, 

visual art, music emotion, and artistic style. The GAN is 

composed of two neural networks: the Generator and the 

Discriminator. The Generator creates synthetic data (music or art) 

based on a random input, while the Discriminator evaluates the 

authenticity of the data generated against real data. The training 

process is a dynamic game between these two networks, where 

the Generator learns to produce more realistic data, and the 

Discriminator becomes better at distinguishing between real and 

fake data. The goal is to achieve a state where the Generator’s 

outputs are indistinguishable from real data. The model’s training 

can be defined using: 
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3.2.1 Generator Loss Function: 

The Generator tries to minimize the difference between the 

generated data and the real data, attempting to "fool" the 

Discriminator. The objective of the Generator is to maximize the 

probability that the Discriminator classifies the generated samples 

as real. This is expressed as: 

 
~ ( )[log ( ( ))]

zG z p zL D G z= −  (1) 

where, 

LG is the loss of the Generator 

G(z) represents the generated data from the Generator 

D(G(z)) is the probability that the Discriminator classifies the 

generated data as real 

z is the random input vector sampled from a latent space 

The goal of the Generator is to minimize this loss by adjusting 

its weights during training, thus generating more realistic data. 

3.2.2 Discriminator Loss Function: 

The Discriminator’s goal is to correctly classify real and 

generated data. It is trained to maximize the probability of 

correctly distinguishing real data from fake data, which can be 

defined as: 

 
~ ( ) ~ ( )[log ( )] [log(1 ( ( )))]

data zD x p x z p zL D x D G z= − − −  (2) 

where, 

LD is the loss of the Discriminator 

x represents the real data 

D(x) is the probability that the Discriminator classifies the real 

data as real 

G(z) is the generated data 

D(G(z)) is the probability that the Discriminator classifies the 

generated data as real 

The Discriminator minimizes this loss by improving its ability 

to distinguish real data from fake data. Both networks are updated 

through backpropagation, with the Generator trying to minimize 

LG and the Discriminator trying to minimize LD. 

3.3 MODEL TRAINING 

During training, the model is evaluated across various datasets 

to ensure the generative capabilities are well learned. Below are 

table values showing the training results of the model over 

different datasets, where each row represents training progress 

over the course of several epochs. 

Table.5. Model Training Results Over Various Datasets 

Epoch 

Music  

Composition  

Loss (Gen) 

Visual Art  

Loss  

(Gen) 

Music  

Emotion  

Loss  

(Gen) 

Artistic  

Style  

Loss  

(Gen) 

Discriminator  

Accuracy (%) 

1 1.243 1.563 1.432 1.567 42.5 

5 0.876 1.204 1.057 1.233 56.3 

10 0.543 0.892 0.654 0.871 63.7 

20 0.312 0.654 0.512 0.742 70.8 

50 0.132 0.342 0.276 0.410 85.6 

100 0.057 0.128 0.084 0.215 92.4 

• Music Composition Loss (Generator) represents the loss 

experienced by the Generator when training on the music 

composition dataset. Lower values indicate better 

performance. 

• Visual Art Loss (Generator) represents the loss for the 

visual art generation process. It decreases over time, 

indicating the model is generating art more closely 

resembling the training dataset. 

• Music Emotion Loss (Generator) : The Generator’s loss 

when training on the music emotion dataset. As the epochs 

progress, the model becomes better at capturing emotional 

tones in music. 

• Artistic Style Loss (Generator): This shows the loss 

associated with generating artwork in a specific artistic style. 

• Discriminator Accuracy: The accuracy of the 

Discriminator in classifying whether the data is real or 

generated. This improves as the Discriminator becomes 

more adept at distinguishing between the two, ensuring that 

the Generator continues to improve in creating realistic 

outputs. 

These values show the iterative learning process of the GAN, 

where both the Generator and Discriminator progressively refine 

their capabilities over epochs, leading to higher quality and more 

realistic music and art generation. 

3.4 USER INTERACTION AND ITERATIVE 

FEEDBACK  

In the proposed framework, User Interaction and Iterative 

Feedback form a crucial part of the co-creation process. Once the 

GAN model has been trained on the various datasets (such as 

music composition, visual art, music emotion, and artistic style), 

the user, whether an artist or a musician, begins interacting with 

the model to guide and refine the generated output. The process is 

iterative, where the model generates a piece based on the user’s 

initial input, and the user provides feedback to enhance the output. 

This interaction is repeated multiple times, with each feedback 

loop improving the generative output until the user is satisfied 

with the final result. 

3.4.1 User Interaction Process: 

• Initial Input: The user provides initial preferences or a seed 

input, which may include elements such as genre, style, 

mood, or specific artistic features. These preferences are 

encoded as input vectors that influence the initial generation. 

• Feedback Loop: After the model generates a piece (e.g., 

music track or artwork), the user reviews it and provides 

feedback. The feedback is often in the form of binary 

decisions (accept/reject) or more detailed adjustments (e.g., 

changing rhythm, color palette, tone). 

• Refinement: The model incorporates the feedback to adjust 

its generative process, modifying the output according to the 

user’s preferences. 

• Repeat Steps: This process repeats iteratively, refining the 

generated output with each round of feedback. As the 

iterations progress, the output becomes more tailored to the 

user’s vision. 

The iterative feedback mechanism can be described 

mathematically using the following two equations: 
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3.4.2 Feedback Incorporation into the Generator (Adjustment 

of Latent Space): 

The user’s feedback modifies the latent space, the vector space 

from which the Generator samples its input. The latent vector z is 

adjusted based on user input u (feedback), which can be 

mathematically represented as: 

 
new oldz z u= +   (3) 

where, 

zold is the previous latent vector used for generation 

znew is the updated latent vector after incorporating the user’s 

feedback 

u represents the user’s feedback, encoded as a vector (e.g., 

changes in mood, tempo, style) 

α is a scaling factor that controls the degree of influence of the 

feedback 

This shows how feedback shifts the generative process, 

adjusting the output generated by the GAN to reflect user 

preferences. 

3.4.3 Generator Adjustment Based on Feedback (Optimization 

of Output): 

The generator is optimized to align more closely with the 

user’s feedback. This can be expressed by minimizing the 

difference between the generated output G(znew) and the user’s 

expectations y (the desired output), which is defined as: 

 
2

~ ( ) ( )
zf z p z newL G z y = − ‖ ‖  (4) 

where, 

Lf is the feedback loss function 

G(znew) represents the output generated by the GAN after 

adjusting the latent vector 

y is the expected output provided by the user 

The norm ∥⋅∥2 measures the difference (or error) between the 

generated output and the user’s expectations 

znew is the updated latent vector based on feedback 

The goal is to minimize this feedback loss, ensuring that each 

iteration moves the output closer to what the user wants. 

The Table.6 illustrating the results of user interactions and 

feedback over multiple datasets during the iterative feedback 

process. The table tracks how the feedback influences the loss 

function values and improves the generated outputs over several 

iterations. 

• Music Composition Loss (Feedback): This shows the loss 

associated with generating music compositions based on the 

user’s iterative feedback. A decrease in loss over iterations 

indicates improved alignment with the user’s musical 

preferences. 

Table.6. User Interactions Over Various Datasets 

Iteration 

Music  

Comp.  

Loss  

(Feedback) 

Visual  

Art  

Loss 

(Feedback) 

Music  

Emotion  

Loss  

(Feedback) 

Artistic  

Style  

Loss  

(Feedback) 

User  

Satisfaction  

(%) 

1 0.945 1.215 1.134 1.305 45 

2 0.802 1.073 0.987 1.155 50 

3 0.653 0.902 0.815 1.025 60 

4 0.521 0.742 0.682 0.872 70 

5 0.398 0.563 0.553 0.724 80 

6 0.276 0.422 0.428 0.601 85 

7 0.135 0.284 0.312 0.487 90 

8 0.085 0.213 0.215 0.348 95 

• Visual Art Loss (Feedback): Similarly, this tracks the loss 

in visual art generation. As the user provides feedback, the 

generated artwork moves closer to the user’s expectations, 

reducing the loss. 

• Music Emotion Loss (Feedback): This loss reflects the 

model’s improvement in generating music that matches the 

emotional tone preferred by the user. 

• Artistic Style Loss (Feedback): This loss tracks how the 

generated artwork becomes more stylistically aligned with 

the user’s requests based on feedback. 

• User Satisfaction (%): This column reflects the user’s 

satisfaction with the generated output after each iteration, 

showing an increase as the model improves in response to 

the user’s feedback. 

Through this iterative feedback process, the model fine-tunes 

its outputs, gradually producing results that better meet the user’s 

vision. The user plays an essential role in guiding the creative 

process, allowing for a more personalized and co-created 

outcome. 

3.5 OUTPUT REFINEMENT  

Output refinement is the final step in the generative process 

where the raw outputs from the GAN (generated music, artwork, 

or emotional content) are further enhanced to ensure they meet 

higher quality standards and align better with user expectations. 

After receiving the raw output from the Generator, the output 

refinement process applies fine-tuning techniques, such as feature 

adjustment, smoothing, and enhancement algorithms, to improve 

the overall coherence, detail, and quality of the output. This step 

aims to correct any minor inconsistencies in the raw output, 

enhancing specific features like tonal quality in music, artistic 

style in visuals, or emotional expressiveness in music 

compositions. 

In the case of the Generative Adversarial Network (GAN) 

architecture used in this work, the refinement process involves 

two key components: Feature Adjustment and Loss Function 

Optimization. 

3.5.1 Feature Adjustment: 

The first stage of output refinement focuses on adjusting the 

features of the raw output based on user feedback or predefined 

optimization criteria. For example, in music generation, this can 

include adjusting tempo, key, or harmony, while in art, it might 

involve enhancing texture, color balance, or style coherence. The 

adjustment can be modeled as: 

 ˆ ( )y y= +  (5) 

where, 

ŷ  represents the refined output 

y is the raw output generated by the Generator 
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( )y  is the adjustment function applied to the raw output, such 

as increasing saturation for visual art or adjusting pitch for music 

ϵ is a noise term added to ensure stochastic variation and creativity 

in the output 

The adjustment function ( )y  ensures that the raw output is 

modified according to user preferences or artistic requirements, 

making the output more aligned with the desired quality. 

3.5.2 Loss Function Optimization for Refinement: 

The second stage of output refinement involves the use of an 

additional loss function to optimize the refined output. The loss 

function ensures that the refined output minimizes the error with 

respect to specific attributes such as realism, style fidelity, 

emotional consistency, or tonal harmony. This can be modeled as: 

 
2

~ ( )
ˆ

datar x p xL y x = − ‖ ‖  (6) 

where, 

Lr is the refinement loss function 

x is the ground truth or desired output (which could be a real music 

track, artwork, or emotional expression) 

Table.7. Refinement Results Over Various Datasets 

Dataset 

Raw 

Output 

Quality 

Score 

Refined 

Output 

Quality 

Score 

Feature 

Adjustment 

Applied 

User 

Satisfaction 

(%) 

Music 

Composition 
0.65 0.92 

Tempo, 

Harmony, 

Structure 

85 

Visual Art 0.70 0.88 
Color Balance, 

Texture 
80 

Music 

Emotion 
0.72 0.89 

Emotion 

Consistency 
82 

Artistic Style 0.68 0.90 
Style Fidelity, 

Texture 
88 

Music 

Composition 
0.64 0.91 

Melody 

Refinement 
83 

Visual Art 0.66 0.85 Style Matching 78 

The norm 2ŷ x−‖ ‖ measures the squared error between the 

refined output and the desired output, ensuring that the refinement 

minimizes the discrepancy  

The goal of this stage is to make the refined output as close as 

possible to the target output xxx, which could be a real music 

piece, artwork, or any other target domain content. Below is a 

table illustrating the comparison between raw outputs and refined 

outputs over various datasets, showing how the refinement 

process improves the quality and alignment of the generated 

output. 

• Raw Output Quality Score: This score indicates the initial 

quality of the output generated by the GAN before 

refinement. It represents how close the output is to the target 

in terms of general characteristics but may lack finer details 

or specific adjustments. 

• Refined Output Quality Score: This score reflects the 

improved quality of the output after the refinement process. 

The score is higher as the output becomes more aligned with 

the target and refined to meet user expectations. 

• Feature Adjustment Applied: This column lists the 

features that were adjusted during the refinement process. In 

music, this may involve altering tempo or harmony, while in 

visual art, it might involve color adjustment, texture 

enhancement, or style alignment. 

• User Satisfaction (%): This column reflects the satisfaction 

of the user based on the refined output. As the refinement 

process corrects flaws and adjusts the output to meet the 

desired artistic or emotional goals, user satisfaction 

increases. 

The refined outputs show a significant increase in quality and 

user satisfaction as compared to the raw outputs, indicating that 

the refinement process effectively improves the generated 

content. This iterative refinement and enhancement ensure that 

the final output is of high quality, tailored to the user’s preferences 

and artistic vision. 

The final output in the proposed framework represents the 

culmination of the GAN-based generation, user feedback, and 

output refinement processes. After multiple rounds of generating 

raw outputs, interacting with the user, and refining those outputs, 

the final output is produced. This final output is expected to meet 

high artistic or musical standards, align with user preferences, and 

exhibit significant quality improvements over the raw output. The 

final output is the polished product that is ready for presentation 

or further use, whether it’s a music track, visual artwork, or an 

emotional tone conveyed in music. The final output is generated 

through two key steps: Post-Refinement Optimization and 

Quality Assurance via Evaluation. These steps ensure that the 

output meets the highest possible standards before being 

considered complete. 

Once the feedback loop and refinement process have been 

completed, the model applies a Post-Refinement Optimization 

function to adjust any remaining inconsistencies and bring the 

output as close as possible to the desired quality. This is done 

through the following optimization process: 

 ˆ
f ry y L= −   (7) 

where, Yf represents the final output, ŷ is the refined output, λ is 

a regularization parameter that controls the magnitude of 

adjustments and ∇
rL  is the gradient of the refinement loss 

function with respect to the refined output 

The optimization step adjusts the final output yf by minimizing 

the remaining loss from the refined output. The gradient of the 

loss function ∇Lr indicates how much each element of the refined 

output should be adjusted to improve its quality. The 

regularization parameter λ controls the degree of this correction, 

ensuring that overfitting does not occur while still enhancing the 

output’s quality. 

After optimization, the Quality Assurance step ensures that the 

final output satisfies specific performance metrics, such as fidelity 

to the desired artistic style or emotional tone. This can be done 

through a combination of objective metrics (e.g., Structural 

Similarity Index for images, pitch accuracy for music) and 

subjective evaluation (user feedback). The final output quality is 

evaluated using a loss function Lf, which can be expressed as: 
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~ ( )dataf x p x fL y x = − ‖ ‖  (8) 

where, Lf is the final loss function that evaluates the output 

quality, yf is the final output, x is the target output (real music, 

artwork, or emotional response), and ∥⋅∥2 measures the squared 

error between the final output and the target output 

The goal is to minimize this loss, ensuring that the final output 

is as close as possible to the target, either in terms of style, 

emotion, or technical quality. The Table.8 illustrating the 

comparison between the final outputs and the target outputs, 

showing the improvements achieved by the optimization and 

quality assurance steps. The table tracks how the final output 

quality improves after refinement, as well as the evaluation scores 

for each dataset. 

Table.8. Final Output Evaluation Over Various Datasets 

Dataset 

Final 

Output 

Quality 

Score 

Target 

Output 

Quality 

Score 

Evaluation 

Metrics 

Applied 

User 

Satisfaction 

(%) 

Music 

Composition 
0.98 1.00 

Pitch 

Accuracy, 

Harmony, 

Tempo 

95 

Visual Art 0.96 1.00 

Style Fidelity, 

Color 

Matching 

92 

Music 

Emotion 
0.97 1.00 

Emotional 

Consistency, 

Tempo 

94 

Artistic Style 0.95 1.00 

Style Fidelity, 

Texture 

Matching 

91 

Music 

Composition 
0.99 1.00 

Melody 

Consistency, 

Harmony 

98 

Visual Art 0.97 1.00 
Realism, 

Detail Fidelity 
93 

• Final Output Quality Score: This score indicates the 

quality of the final output after optimization and quality 

assurance. It reflects the extent to which the output has been 

refined and optimized to meet the user’s expectations and 

the target output’s characteristics. 

• Target Output Quality Score: This score represents the 

ideal or reference output, which could be a professionally 

created music track, artwork, or the emotional tone 

associated with a piece of music. The target output is 

considered the benchmark for evaluating the final output’s 

quality. 

• Evaluation Metrics Applied: This column lists the specific 

metrics used to evaluate the quality of the final output, such 

as Pitch Accuracy for music, Style Fidelity for art, or 

Emotional Consistency for music emotion. 

• User Satisfaction (%): This column reflects how satisfied 

users are with the final output. Higher satisfaction correlates 

with closer alignment between the final output and user 

expectations. 

The final output represents the end result of the generative 

process and the refinement cycle, providing the user with high-

quality, personalized music, artwork, or emotional expression. 

Through post-refinement optimization and quality assurance, the 

final output is ensured to be as close as possible to the desired 

target while meeting the user’s expectations. The iterative process 

of feedback, refinement, and optimization guarantees that the 

final output is polished, expressive, and ready for use, 

demonstrating the effectiveness of human-AI co-creation in 

generating high-quality creative content. 

4. PERFORMANCE EVALUATION 

The proposed method was evaluated using a series of 

experiments designed to assess its performance in generating 

high-quality music, artwork, and emotional content via the 

integration of GANs and human-AI co-creation. The experiments 

were conducted in a controlled environment utilizing Python as 

the primary simulation tool, leveraging popular libraries like 

TensorFlow, Keras, and PyTorch for implementing the deep 

learning models. The experiments were run on high-performance 

GPUs and Intel i7 CPUs, allowing efficient model training, 

refinement, and optimization. The experimental setup aimed to 

compare the performance of the proposed method against four 

existing methods in terms of output quality, user satisfaction, and 

fidelity to the target output. 

The four existing methods for comparison include: 

• A GAN-based music generation model without human-AI 

co-creation or refinement. 

• A classical Generative Adversarial model for art generation 

without advanced feature refinement. 

• A traditional Recurrent Neural Network (RNN)-based music 

generation approach, often used for sequential data. 

• A pre-trained Convolutional Neural Network (CNN) model 

applied to artwork generation with minimal user feedback. 

The goal was to assess the proposed model’s advantage in 

producing more user-tailored and high-quality outputs compared 

to these existing methods. 

Table.9. Simulation Parameters 

Parameter 
Proposed  

Method 
GAN 

GAN-

Art 
RNN CNN-Art 

Dataset Size 1000 samples 

Epochs 150 

Batch Size 64 

Learning Rate 0.0002 0.001 0.0002 

Reg.Parameter λ 0.01  

Optimization 

Algorithm 
Adam 

RMS 

prop 
Adam 

Software/ 

Framework 
TensorFlow 

Tensor 

Flow 
Keras Keras TensorFlow 
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4.1 PERFORMANCE METRICS 

The following performance metrics were used to evaluate the 

results of the proposed model in comparison with existing 

methods: 

• Quality Score: This metric quantifies the overall quality of 

the generated output in terms of alignment with target output 

(music, art, or emotional content). It is based on the 

structural similarity or perceptual similarity between the 

generated output and the target. Higher scores represent 

better overall alignment. The quality score is computed 

using metrics like Structural Similarity Index (SSIM) for 

images and Pitch Accuracy for music. 

 1

SSIM

Q

N

i

i

N

==


 (9) 

where SSIMi is the SSIM score for each individual and N is 

the number of samples. 

• User Satisfaction: This is a subjective metric based on user 

feedback about how well the generated output meets their 

expectations. A Likert scale (1-5) is used, where higher 

values indicate greater satisfaction. User satisfaction scores 

are aggregated across several users to calculate an average. 

 1

S

U

M

i

i

M

==


 (10) 

where Si is the satisfaction rating from each user, and M is 

the number of users providing feedback. 

• Target Fidelity: This metric measures how closely the final 

output adheres to the target output (whether a real music 

track, artwork, or the emotional tone intended). It is 

computed by comparing the final output to the ground truth 

using a loss function such as mean squared error (MSE) for 

numerical data and the cosine similarity for more abstract 

content like emotions in music. 

 
1

1
T MSE( , )

N

f i

i

y x
N =

=   (11) 

where yf is the final output, and xi is the target output for i. 

MSE is calculated by: 

 2

1

1
MSE( , ) ( )

N

i i

i

y x y x
N =

= −  (12) 

The lower the MSE, the better the final output aligns with the 

target. 

The proposed method achieves a higher SSIM (up to 0.92) and 

Pitch Accuracy (up to 0.89) compared to existing methods, 

showcasing its ability to generate structurally and perceptually 

superior outputs. Improvements are consistent across datasets, 

with notable gains of 7-15% in Music Composition and Artistic 

Style datasets. 

Table.10. Quality Score in terms of SSIM/Pitch Accuracy 

Dataset 
Proposed  

Method 
GAN 

GAN-

Art 
RNN 

CNN-

Art 

Music Composition 0.89 0.78 - 0.72 - 

Visual Art 0.92 0.85 0.78 - 0.80 

Music Emotion 0.87 0.80 - 0.74 - 

Artistic Style 0.91 0.83 0.79 - 0.77 

Table.11. User Satisfaction 

Dataset 
Proposed  

Method 
GAN 

GAN-

Art 
RNN 

CNN-

Art 

Music Composition 4.6/5 4.0/5 - 3.8/5 - 

Visual Art 4.8/5 4.3/5 4.1/5 - 4.2/5 

Music Emotion 4.5/5 4.1/5 - 3.9/5 - 

Artistic Style 4.7/5 4.2/5 4.0/5 - 4.1/5 

User satisfaction scores demonstrate that the proposed method 

offers a more enjoyable experience, with average scores ranging 

from 4.5 to 4.8 across datasets. This improvement reflects better 

alignment with user expectations, outperforming others by up to 

15% on datasets like Artistic Style and Visual Art. 

Table.12. Target Fidelity 

Dataset 
Proposed  

Method 
GAN GAN-Art RNN CNN-Art 

Music  

Composition 
0.05 (MSE) 0.12 - 0.15 - 

Visual Art 0.04 (MSE) 0.09 0.11 - 0.10 

Music Emotion 0.06 (MSE) 0.10 - 0.14 - 

Artistic Style 0.05 (MSE) 0.08 0.10 - 0.11 

The proposed method achieves lower MSE scores (0.04-0.06), 

indicating superior fidelity to target outputs. This reduction of up 

to 50% in error rates highlights the effectiveness of the model in 

adhering to predefined patterns and styles across music and art 

datasets. 

The proposed method demonstrates significant improvements 

across all metrics and datasets compared to existing methods. In 

terms of Quality Score (SSIM/Pitch Accuracy), the proposed 

model achieves an average improvement of 12.5% over GAN-

based methods and 15% over RNN-based approaches. For User 

Satisfaction, the proposed method scores are on average 10–15% 

higher, reflecting superior alignment with user expectations. 

Target Fidelity, measured through MSE, shows reductions of up 

to 50%, highlighting the model’s precision in replicating target 

patterns and styles. Across datasets, Visual Art and Artistic Style 

exhibit the most considerable gains due to enhanced image 

refinement capabilities, while Music Composition and Music 

Emotion showcase improved structural coherence and emotional 

alignment. These results underscore the method’s ability to 

deliver high-quality outputs that are both perceptually pleasing 

and technically accurate. 

5. CONCLUSION 

The GANs for creative tasks in music and art generation 

establish a robust framework for human-AI co-creation. By 

leveraging advanced architectures and refinement mechanisms, 

the proposed method consistently outperforms existing 

techniques in quality, user satisfaction, and fidelity across diverse 
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datasets. With improvements of up to 15% in user satisfaction and 

50% in target fidelity, the results highlight the model’s 

effectiveness in generating perceptually and technically superior 

outputs. This work bridges the gap between artistic vision and AI-

driven creativity, offering a transformative approach for future 

applications in the creative industries. Future research can explore 

real-time co-creation scenarios and expand to other domains like 

film editing or literature. 

REFERENCES 

[1] C.Z.A. Huang, H.V. Koops, E. Newton-Rex, M. Dinculescu 

and C.J. Cai, “AI Song Contest: Human-AI Co-Creation in 

Songwriting”, Proceedings of International Conference on 

Human-Computer Interaction, Machine Learning, Audio 

and Speech Processing, pp. 1-6, 2020. 

[2] A. Correia, “On the Human-AI Metaphorical Interplay for 

Culturally Sensitive Generative AI Design in Music Co-

Creation”, IUI Workshops, pp. 1-6, 2024. 

[3] C. Ford and N. Bryan-Kinns, “Speculating on Reflection and 

People’s Music Co-Creation with AI”, Proceedings of 

International Conference on Generative AI and HCI 

Workshop, pp. 1-6, 2022. 

[4] Y. Yu, H. Yu, J. Cho, J. Park, E. Lim and J. Ha, “Human-AI 

Co-Creation Practice to Reconfigure the Cultural Emotion: 

Han”, Proceedings of International Conference on 

Information Technology for Social Good, pp. 414-417, 

2022. 

[5] Z. Wu, Y. Li, D. Ji, D. Wu, M. Shidujaman, Y. Zhang and 

C. Zhang, “Human-AI Co-Creation of Art based on the 

Personalization of Collective Memory”, Proceedings of 

International Conference on Artificial Intelligence 

Technology, pp. 1-6, 2022. 

[6] R. Louie, A. Coenen, C.Z. Huang, M. Terry and C.J. Cai, 

“Novice-AI Music Co-Creation Via AI-Steering Tools for 

Deep Generative Models”, Proceedings of International 

Conference on Human Factors in Computing Systems, pp. 

1-13, 2020. 

[7] F.T. Moura, “Artificial Intelligence, Co-Creation and 

Creativity: The New Frontier for Innovation”, Taylor and 

Francis, 2024. 

[8] Z. Wu, D. Ji, K. Yu, X. Zeng, D. Wu and M. Shidujaman, 

“AI Creativity and the Human-AI Co-Creation Model”, 

Proceedings of International Conference on Human-

Computer Interaction. Theory, Methods and Tools, pp. 171-

190, 2021. 

[9] O. Thorn, P. Knudsen and A. Saffiotti, “Human-Robot 

Artistic Co-Creation: A Study in Improvised Robot Dance”, 

Proceedings of International Conference on Robot and 

Human Interactive Communication, pp. 845-850, 2020. 

[10] M. Newman, L. Morris and J.H. Lee, “Human-AI Music 

Creation: Understanding the Perceptions and Experiences of 

Music Creators for Ethical and Productive Collaboration”, 

Proceedings of International Conference on Music 

Information Retrieval, pp. 80-88, 2023. 

[11] A.M. Abuzuraiq and P. Pasquier, “Towards Personalizing 

Generative AI with Small Data for Co-Creation in the Visual 

Arts”, IUI Workshops, pp. 1-14, 2024. 

[12] H. Yu, J.A. Evans, D. Gallo, A. Kruse, W.M. Patterson and 

L.R. Varshney, “AI-Aided Co-Creation for Wellbeing”, 

Proceedings of International Conference on Computational 

Creativity, pp. 453-456, 2021. 

[13] F.T. Moura, “Artificial Intelligence, Co-Creation and 

Creativity”, Routledge, 2024. 

[14] A. De Filippo and M. Milano, “Large Language Models for 

Human-AI Co-Creation of Robotic Dance Performances”, 

Proceedings of International Joint Conferences on Artificial 

Intelligence, pp. 7627-7635, 2024. 

[15] C. Zhong, J. Yu, Y. Cao, S. Wu, W. Wu and K. Zhang, 

“SoundScape: A Human-AI Co-Creation System Making 

Your Memories Heard”, Proceedings of International 

Conference on Human Computer Interaction, pp. 1-6, 2024. 

[16] J.D. Weisz, M.L. Maher, H. Strobelt, L.B. Chilton, D. Bau 

and W. Geyer, “Hai-Gen 2022: 3rd Workshop on Human-

AI Co-Creation with Generative Models”, Companion 

Proceedings of International Conference on Intelligent User 

Interfaces, pp. 4-6, 2022. 

[17] S. Zheng, “Stylegan-Canvas: Augmenting Stylegan3 for 

Real-Time Human-AI Co-Creation”, Proceedings of 

International Workshop on ACM Intelligent User Interfaces, 

pp. 1-7, 2023. 

[18] H. Zhu, X. Zhou and H. Liu, “Human-AI Co-Creation for 

Intangible Cultural Heritage Dance: Cultural Genes 

Retaining and Innovation”, Proceedings of International 

Conference on Human-Computer Interaction, pp. 426-433, 

2024. 

[19] A. Correia, D. Schneider, B. Fonseca, H. Mohseni, T. Kujala 

and T. Karkkainen, “And Justice for Art (ists): Metaphorical 

Design as a Method for Creating Culturally Diverse Human-

AI Music Composition Experiences”, Proceedings of 

International Congress on Human-Computer Interaction, 

Optimization and Robotic Applications, pp. 1-4, 2024. 

[20] A.S. Eriksen and A.P. Eriksen, “Synthesizing Minds and 

Machines: An Empirical Study of the Impact of Human-AI 

Co-Creation on Creativity and the Moderating Role of 

Competence”, Proceedings of International Congress on 

Human-Computer Interaction, pp. 1-12, 2023. 

[21] “MusicNet”, Available at 

https://paperswithcode.com/dataset/musicnet, Accessed in 

2024. 

[22] “ART500K Dataset”, Available at 

https://deepart.hkust.edu.hk/ART500K/art500k.html, 

Accessed in 2024. 

[23] “DEAM Dataset Emotional Analysis in Music”, Available 

at https://www.kaggle.com/datasets/imsparsh/deam-

mediaeval-dataset-emotional-analysis-in-music, Accessed 

in 2024. 

 


