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Abstract 

Background: The precision agriculture sector benefits greatly from 

advanced semantic segmentation techniques for land cover mapping 

and crop monitoring. Traditional methods often struggle with accuracy 

and efficiency due to the complexity of agricultural environments. 

Problem: Existing segmentation methods lack the ability to handle the 

diversity and scale of agricultural images effectively, leading to 

suboptimal classification and segmentation results. Method: This study 

introduces a three-stage semantic segmentation process leveraging 

deep learning and intelligent agents. The process begins with feature 

extraction using Chaotic Evolutionary Agents and parallel coding, 

followed by feature fusion and enhancement to create comprehensive 

feature maps. In the segmentation stage, a dual approach is adopted: 

region-based classification with U-Net for region candidates and pixel-

based classification for fine-grained results. The final stage involves 

post-processing with boundary optimization to refine segmentation 

outputs. Results: The proposed method shows a significant 

improvement in segmentation accuracy and computational efficiency 

compared to existing methods. The method achieves an average 

accuracy of 92.5% and a reduction in processing time by 30% 

compared to traditional algorithms. 
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1. INTRODUCTION 

Precision agriculture is revolutionizing modern farming by 

utilizing advanced technologies to optimize crop management 

and improve yield. Central to this transformation is the accurate 

segmentation of crop regions from agricultural imagery [1]. 

Semantic segmentation, which involves classifying each pixel in 

an image, is a critical component of this process. Recent 

advancements in deep learning have significantly enhanced the 

capability of segmentation algorithms, making it possible to 

address complex agricultural challenges more effectively [2]. 

However, the effectiveness of these algorithms is heavily 

influenced by their ability to handle diverse crop, varying 

conditions, and different observation distances [3]-[4]. 

One of the primary challenges in crop segmentation is the 

variability in crop appearance due to differences in species, 

growth stages, and environmental conditions. Traditional 

methods often struggle to adapt to this variability, leading to 

suboptimal performance [5]. For instance, pixel-based methods, 

while simple, may fail to capture complex features and 

interactions within the image, resulting in inaccurate 

segmentation. Region-based methods, although more robust, can 

be limited by their inability to handle overlapping or irregularly 

shaped crop regions effectively [6]. Furthermore, many existing 

algorithms are not sufficiently robust to variations in lighting, 

weather, or observational distances, which can significantly affect 

segmentation accuracy [7]-[9]. 

Despite advances in image processing and machine learning, 

existing crop segmentation methods often fall short in handling 

the intricacies of agricultural imagery. These methods may lack 

the ability to adapt to the diverse range of crop types and 

environmental conditions present in real-world scenarios [10]. As 

a result, there is a need for a more effective segmentation 

approach that can provide high accuracy and reliability across 

different crops, weather conditions, and observational distances. 

The problem, therefore, is to develop a robust and adaptive 

segmentation method that improves upon the limitations of 

current techniques. 

The field of crop segmentation has seen significant 

advancements through various methodologies that leverage 

different approaches to improve accuracy and robustness in 

agricultural imagery. This section provides an overview of key 

works in crop segmentation, showing their methodologies, 

strengths, and limitations [11]. 

Pixel-based methods such as the Excess Green Index (ExG) 

and the Normalized Difference Index (NDI) are among the 

earliest approaches used for crop segmentation. ExG focuses on 

the green component of an image to distinguish vegetation from 

non-vegetation areas, while NDI leverages normalized 

differences between specific color channels to identify crops. 

These methods are computationally efficient but often suffer from 

limitations in handling complex and varied crop appearances, as 

they rely heavily on color information and may not account for 

changes in lighting or environmental conditions effectively. 

Region-based approaches, such as the Mean-Shift algorithm 

and SLIC (Simple Linear Iterative Clustering), group pixels based 

on color similarity and spatial proximity. The Mean-Shift 

algorithm, enhanced with techniques like Fisher Linear 

Discriminant (MS_FLD) or Color Index of Vegetation Extraction 

(MS_CIVE), improves segmentation by considering both spectral 

and spatial information. Similarly, SLIC and SLIC+Graph 

methods segment images into superpixels and then refine 

boundaries based on additional criteria. These methods are more 

robust to variations in crop shapes and sizes but can struggle with 

overlapping or irregularly shaped crops. 

The advent of deep learning has significantly advanced crop 

segmentation capabilities. Methods leveraging Convolutional 

Neural Networks (CNNs) and their variants, such as U-Net and 

Fully Convolutional Networks (FCNs), have shown remarkable 

improvements in accuracy. U-Net, in particular, is designed for 

biomedical image segmentation but has been successfully adapted 
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for agricultural applications due to its ability to capture fine 

details through its encoder-decoder architecture. For instance, U-

Net has been applied to segment various crops and weed species 

with high precision, demonstrating its effectiveness in 

distinguishing complex structures [12]. 

Recent works have introduced advanced feature extraction 

techniques to enhance segmentation performance. The Colour 

Index of Vegetation Extraction (CIVE) and Denoising 

Autoencoders (DA) represent significant strides in feature 

extraction. CIVE leverages color indices to improve vegetation 

detection, while Denoising Autoencoders address noise and 

variability in images by learning robust feature representations. 

These approaches offer improved segmentation results compared 

to traditional methods but may still encounter challenges with 

diverse crop types and environmental conditions [13]. 

The innovations in crop segmentation include the use of 

multispectral and hyperspectral imaging, which provides 

additional data channels beyond visible light. Techniques such as 

Support Vector Machines (SVM) in the CIE LUV color space and 

deep learning models incorporating multispectral data have 

shown promise in enhancing segmentation accuracy and 

robustness. These methods benefit from richer data 

representations but may require more sophisticated processing 

and analysis techniques. 

Several studies have conducted comparative evaluations of 

various segmentation methods to benchmark their performance. 

For instance, studies comparing pixel-based, region-based, and 

deep learning approaches show the trade-offs between 

computational efficiency and segmentation accuracy. These 

comparisons often reveal that while deep learning methods 

generally outperform traditional techniques, they also demand 

more computational resources and data for training. 

The primary objectives of this research are: 

• To develop an advanced crop segmentation method that 

integrates Chaotic Evolutionary Agents (CEA) for feature 

extraction and U-Net for semantic segmentation. 

• To evaluate the performance of the proposed method across 

different crop types (cotton, maize, rice, and wheat) and 

under various environmental conditions. 

• To compare the proposed method with existing 

segmentation algorithms to show its effectiveness and 

advantages in handling diverse agricultural scenarios. 

• To contribute to the field of precision agriculture by 

providing a robust and reliable segmentation solution that 

enhances crop management and decision-making processes. 

The novelty of this research lies in the combination of Chaotic 

Evolutionary Agents (CEA) with deep learning frameworks for 

crop segmentation. CEA offers a unique approach to feature 

extraction by capturing complex and dynamic features in 

agricultural images, which traditional methods may overlook. By 

combining CEA with the U-Net framework, which is renowned 

for its effectiveness in semantic segmentation, the proposed 

method leverages the strengths of both techniques to achieve 

superior performance. This innovative combination addresses the 

limitations of existing methods and provides a more accurate and 

adaptable solution for crop segmentation. 

This research makes several significant contributions: 

• By integrating CEA with U-Net, the proposed method 

advances the state-of-the-art in crop segmentation, offering 

improved accuracy and robustness. 

• The method is rigorously tested across multiple crop types 

and environmental conditions, demonstrating its versatility 

and effectiveness in real-world scenarios. 

• The proposed method is compared with a wide range of 

existing segmentation algorithms, providing valuable 

insights into its performance and advantages. 

• The method contributes to precision agriculture by offering 

a reliable tool for accurate crop segmentation, which is 

crucial for optimizing crop management and enhancing 

agricultural productivity. 

2. PROPOSED METHOD 

The proposed method for semantic segmentation in precision 

agriculture integrates deep learning with intelligent agents to 

address the limitations of traditional segmentation approaches. 

This method is divided into three distinct stages: feature 

extraction, semantic segmentation, and post-processing. Each 

stage is designed to enhance the accuracy and efficiency of the 

segmentation process, specifically tailored for the complexities of 

agricultural environments. 

• Feature Extraction: 

The feature extraction stage serves as the foundation of the 

semantic segmentation process. Here, we utilize Chaotic 

Evolutionary Agents (CEAs) for initial feature extraction from 

input images. CEAs are a class of intelligent agents that employ 

chaotic search techniques to explore and exploit the feature space 

effectively. This approach helps in identifying critical features by 

leveraging the chaotic nature to escape local minima and achieve 

a more robust feature representation. 

The process begins with the input image, which is subjected 

to feature extraction via CEAs. These agents perform a parallel 

loop operation, which involves multiple agents working 

concurrently to explore different parts of the feature space. The 

features extracted by CEAs are then subjected to feature fusion, 

where complementary features are combined to create a more 

comprehensive feature map. This fusion process is followed by 

feature enhancement, which involves refining the features to 

improve their relevance and discriminative power. Enhanced 

feature maps are then produced, setting the stage for the 

subsequent semantic segmentation process. 

• Semantic Segmentation: 

The semantic segmentation stage is where the core of the 

image classification takes place. This stage is divided into two 

approaches: region-based and pixel-based classification. The 

choice between these approaches depends on the granularity 

required for the segmentation task. 

For region-based classification, the method begins by 

generating candidate regions from the feature maps. These 

regions are then classified using a U-Net architecture tailored for 

regional segmentation. U-Net, known for its efficiency in 

handling medical images, is adapted here to classify and segment 

agricultural regions based on the features extracted earlier. This 

approach is particularly useful for identifying larger segments of 

interest, such as fields or specific crop types. 
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Fig.1. Proposed Framework 

In parallel, pixel-based classification is performed for finer 

granularity. Here, pixel enhancement techniques are applied to the 

feature maps to refine individual pixel-level details. This process 

is followed by pixel-based classification using another U-Net 

model, which performs segmentation at the pixel level. This 

allows for precise delineation of boundaries and finer details 

within each region. 

• Post-Processing 

The final stage of the process is post-processing, which 

focuses on refining the segmentation output. This stage primarily 

involves boundary optimization to improve the accuracy of the 

segmented regions. Boundary optimization techniques are 

employed to smooth out the boundaries, reduce noise, and correct 

any inaccuracies in the initial segmentation results. This step 

ensures that the final output is both accurate and visually coherent. 

The post-processed output provides a clear and refined 

segmentation map, which can then be used for various precision 

agriculture applications, such as crop monitoring, land cover 

classification, and yield prediction. By incorporating advanced 

techniques in feature extraction, dual-level segmentation, and 

boundary refinement, the proposed method significantly enhances 

the performance of semantic segmentation in complex 

agricultural environments. 

Thus, the proposed method offers a comprehensive and 

efficient approach to semantic segmentation by combining deep 

learning with intelligent agents, resulting in improved accuracy 

and processing efficiency for precision agriculture applications. 

# Pseudocode for Intelligent Agents and Deep Learning 

Algorithm based Semantic Segmentation 

# Stage 1: Feature Extraction 

Function Feature_Extraction(Input_Image): 

    # Initialize Chaotic Evolutionary Agents 

    Initialize_CEAs() 

    # Parallel Feature Extraction using CEAs 

    Parallel_For Each_Agent in CEAs: 

        Extract_Features(Input_Image, Agent) 

    # Feature Fusion 

    Feature_Map = Feature_Fusion(Extracted_Features) 

    # Feature Enhancement 

    Enhanced_Feature_Map = 

Feature_Enhancement(Feature_Map) 

    Return Enhanced_Feature_Map 

# Stage 2: Semantic Segmentation 

Function Semantic_Segmentation(Feature_Map): 

    # Determine Classification Granularity 

    If Granularity is Region: 

        # Generate Candidate Regions 

        Candidate_Regions = 

Generate_Candidate_Regions(Feature_Map) 

        # Region-based Classification using U-Net 

        Region_Segmentation = U-

Net_Classification(Candidate_Regions, Feature_Map) 

    Else If Granularity is Pixel: 

        # Pixel Enhancement 

        Enhanced_Pixels = Pixel_Enhancement(Feature_Map) 

        # Pixel-based Classification using U-Net 

        Pixel_Segmentation = U-

Net_Classification(Enhanced_Pixels, Feature_Map) 

    # Combine Region-based and Pixel-based Segmentation 

Results 

    Rough_Segmentation = 

Combine_Results(Region_Segmentation, Pixel_Segmentation) 

    Return Rough_Segmentation 

# Stage 3: Post-Processing 

Function Post_Processing(Rough_Segmentation): 

    # Boundary Optimization 

    Optimized_Segmentation = 

Boundary_Optimization(Rough_Segmentation) 

    Return Optimized_Segmentation 
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# Main Function 

Function Main(Input_Image): 

    # Execute Feature Extraction 

    Enhanced_Feature_Map = Feature_Extraction(Input_Image) 

    # Perform Semantic Segmentation 

    Rough_Segmentation = 

Semantic_Segmentation(Enhanced_Feature_Map) 

    # Post-process the Segmentation Output 

    Final_Segmentation = Post_Processing(Rough_Segmentation) 

    Return Final_Segmentation 

2.1 FEATURE EXTRACTION PROCESS 

The feature extraction stage is a critical component of the 

proposed semantic segmentation method, setting the foundation 

for accurate and effective segmentation. This process involves 

several key steps, beginning with the utilization of Evolutionary 

Agents and culminating in the enhancement of the feature map. 

2.1.1 Initialization  

The process begins with the initialization of Evolutionary 

Agents. EAs are sophisticated search algorithms inspired by 

chaotic systems, designed to explore the feature space in a more 

comprehensive manner than traditional methods. The chaotic 

nature of these agents allows them to avoid local optima and 

enhance the global search capability. Each EA is configured to 

analyze different aspects or regions of the input image, thereby 

ensuring a diverse and thorough feature extraction process. 

2.1.2 Feature Extraction: 

Once initialized, EAs operate in parallel to extract features 

from the input image. This parallel processing is crucial for 

handling high-dimensional data efficiently and allows for 

simultaneous exploration of various feature attributes. Each EA 

applies a set of extraction techniques tailored to its specific 

function, such as edge detection, texture analysis, or pattern 

recognition. The results of these individual analyses are combined 

to form a set of features that capture different aspects of the image. 

This step ensures that the extracted features are rich and varied, 

providing a solid basis for subsequent segmentation tasks. 

2.1.3 Feature Fusion: 

After individual feature extraction, the next step is feature 

fusion. This involves combining the features obtained from all 

CEAs into a unified feature map. Feature fusion aims to integrate 

complementary features into a single representation that 

maximizes the discriminative power of the extracted features. 

Various fusion techniques, such as concatenation or weighted 

averaging, may be employed depending on the nature of the 

features and the specific requirements of the segmentation task. 

The fused feature map provides a holistic view of the image, 

incorporating diverse information from multiple agents. 

2.1.4 Feature Enhancement: 

The final step in the feature extraction process is feature 

enhancement. This step involves refining the fused feature map to 

improve its quality and relevance for the subsequent segmentation 

stages. Feature enhancement techniques, such as normalization, 

scaling, and noise reduction, are applied to make the features 

more robust and discriminative. The goal is to enhance the clarity 

and distinction of important features while minimizing irrelevant 

or redundant information. Enhanced feature maps are crucial for 

achieving high accuracy in semantic segmentation, as they 

provide a clearer and more detailed representation of the image 

content. 

2.2 FEATURE EXTRACTION USING CHAOTIC 

EVOLUTIONARY AGENTS (CEA) 

Feature extraction using Chaotic Evolutionary Agents (CEAs) 

is a sophisticated process designed to enhance the robustness and 

effectiveness of feature representation in semantic segmentation 

tasks. CEAs combine chaotic systems' exploration capabilities 

with evolutionary algorithms' optimization techniques to extract 

and refine features from input images. This approach aims to 

capture diverse and relevant features by leveraging chaotic 

behavior to explore the feature space more thoroughly than 

conventional methods. 

2.2.1 Chaotic Evolutionary Agents Initialization: 

CEAs are initialized with parameters defining their search 

space and chaotic dynamics. The chaotic behavior of these agents 

helps prevent convergence to local optima, enabling a more 

comprehensive exploration of the feature space. The initialization 

involves setting up the agents with chaotic maps, which are 

mathematical functions that generate sequences with 

unpredictable yet deterministic behavior. 

For instance, one common chaotic map is the Logistic Map, 

defined by: 

 xn + 1 = r⋅xn⋅(1−xn) (1) 

where  

xn is the state of the agent at iteration n, and  

r is a parameter that influences the chaotic behavior. 

2.2.2 Parallel Feature Extraction: 

Each CEA operates in parallel to extract features from the 

input image. The agents utilize various techniques, including edge 

detection, texture analysis, and pattern recognition. The feature 

extraction process involves applying filters or algorithms to the 

image to identify and quantify different attributes. 

Consider an image I and a filter F used by a CEA. The feature 

map FI generated by applying F to I is given by:  

 FI(x,y)=∑∑ I(x+i,y+j)⋅F(i,j) (2) 

where F(i,j) represents the filter coefficients, and (x,y) denotes the 

pixel location in the image. 

2.2.3 Feature Fusion: 

After extracting features using CEAs, the next step is to fuse 

these features into a unified feature map. Fusion combines 

information from multiple CEAs to create a comprehensive 

representation of the image. Various fusion strategies, such as 

concatenation or weighted averaging, can be applied. 

For concatenation, if F1 and F2 are feature maps obtained from 

different CEAs, the fused feature map Ff can be expressed as:  

 Ff(x,y)=[F1(x,y),F2(x,y)] (3) 

where [⋅] denotes concatenation along the feature dimension. 
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2.2.4 Feature Enhancement: 

Feature enhancement improves the quality of the fused feature 

map by refining and optimizing the features. Techniques such as 

normalization, scaling, and noise reduction are applied to make 

the features more distinct and informative. Normalization can be 

applied to adjust the feature values to a common scale. For a 

feature map Ff, normalization can be performed as:  

 Fe(x,y)=[Ff(x,y)−μ]/σ (4) 

where μ and σ are the mean and standard deviation of the feature 

values, respectively. 

# Pseudocode for Chaotic Evolutionary Agents (CEA) 

# Initialize Chaotic Evolutionary Agents 

Function Initialize_CEAs(Number_of_Agents, 

Image_Dimensions, Chaos_Parameter): 

    Agents = [] 

    For i from 1 to Number_of_Agents: 

        # Initialize each agent with a random chaotic state 

        Initial_State = Random_Chaotic_State(Chaos_Parameter) 

        Agent = Create_Agent(Initial_State, Image_Dimensions) 

        Append Agent to Agents 

    Return Agents 

# Perform Parallel Feature Extraction 

Function Feature_Extraction(Agents, Input_Image): 

    Feature_Maps = [] 

    For Each Agent in Agents: 

        # Extract features using the agent’s filter or algorithm 

        Feature_Map = Extract_Features(Agent, Input_Image) 

        Append Feature_Map to Feature_Maps 

    Return Feature_Maps 

# Chaotic Dynamics for Agent Position Update 

Function Update_Agent_Position(Agent, Chaos_Parameter): 

    # Update position using chaotic map 

    New_Position = Apply_Chaotic_Map(Agent.Position, 

Chaos_Parameter) 

    Agent.Position = New_Position 

# Main Feature Extraction Process 

Function Main_Feature_Extraction(Input_Image, 

Number_of_Agents, Chaos_Parameter): 

    # Initialize CEAs 

    Agents = Initialize_CEAs(Number_of_Agents, 

Image_Dimensions, Chaos_Parameter) 

    # Perform feature extraction using CEAs 

    Feature_Maps = Feature_Extraction(Agents, Input_Image) 

    # Update agents' positions based on chaotic dynamics 

    For Each Agent in Agents: 

        Update_Agent_Position(Agent, Chaos_Parameter) 

    # Fusion and Enhancement of Feature Maps 

    Fused_Feature_Map = Fuse_Feature_Maps(Feature_Maps) 

    Enhanced_Feature_Map = 

Enhance_Features(Fused_Feature_Map) 

    Return Enhanced_Feature_Map 

# Example Chaotic Map Function 

Function Apply_Chaotic_Map(Position, Chaos_Parameter): 

    # Example of logistic map for chaotic dynamics 

    r = Chaos_Parameter 

    New_Position = r * Position * (1 - Position) 

    Return New_Position 

3. SEMANTIC SEGMENTATION PROCESS 

The semantic segmentation process is crucial in transforming 

an image into meaningful regions or categories, which is essential 

for applications in precision agriculture. The process can be 

divided into two main approaches—region-based and pixel-based 

classification—each serving specific granularity needs.  

3.1 CLASSIFICATION GRANULARITY 

DETERMINATION 

The semantic segmentation process begins with determining 

the granularity of classification, which can be either region-based 

or pixel-based. The choice between these two approaches depends 

on the specific requirements of the application. 

• Region-Based Classification: This approach focuses on 

classifying larger contiguous areas within an image. It is 

particularly useful for identifying distinct segments such as 

different crop types or land cover classes. The region-based 

method first generates candidate regions from the feature 

maps, representing potential areas of interest within the 

image. 

• Pixel-Based Classification: This approach aims for finer 

granularity by classifying individual pixels. It is useful for 

applications requiring precise delineation of boundaries and 

detailed segmentation, such as identifying specific plant 

species or distinguishing between different vegetation types. 

3.2 REGION-BASED CLASSIFICATION WITH U-

NET 

For region-based classification, the process involves several 

key steps: 

• Generate Candidate Regions: From the feature maps 

produced in the feature extraction stage, candidate regions 

are identified. These regions are potential areas of interest 

that may correspond to different classes or segments. 

• Region-Based Classification Using U-Net: The candidate 

regions are then classified using the U-Net architecture. U-

Net is a type of convolutional neural network specifically 

designed for semantic segmentation. It employs an encoder-

decoder structure with skip connections, which helps in 

retaining high-resolution details and accurately classifying 

the regions. The U-Net model is trained to recognize and 

classify the different regions based on the features extracted 

earlier. 

3.3 PIXEL-BASED CLASSIFICATION WITH U-

NET 

For pixel-based classification, the process involves: 
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• Pixel Enhancement: Before classification, pixel-level 

details are enhanced to improve the accuracy of pixel-based 

segmentation. Techniques such as image normalization or 

sharpening may be applied to make the features more 

distinct. 

• Pixel-Based Classification Using U-Net: The enhanced 

feature map is fed into a U-Net model configured for pixel-

level classification. U-Net’s architecture allows for precise 

classification of each pixel by leveraging the features from 

the encoder and decoder paths. The model assigns a class 

label to each pixel, resulting in a detailed segmentation map 

that reflects the fine-grained structure of the image. 

3.4 COMBINATION OF RESULTS AND ROUGH 

SEGMENTATION DIAGRAM 

Regardless of the classification granularity chosen, the results 

from the region-based and pixel-based approaches are combined 

into a rough segmentation diagram. This diagram integrates the 

broader region classifications with the detailed pixel-level 

information, providing a comprehensive overview of the 

segmented image. 

• The outputs from both the region-based and pixel-based 

classifications are merged to create a cohesive segmentation 

map. This combined approach ensures that both large 

regions and detailed pixel information are represented in the 

final output. 

3.5 U-NET FRAMEWORK FOR REGION AND 

PIXEL-BASED CLASSIFICATION 

The U-Net framework is a widely used deep learning 

architecture for semantic segmentation, renowned for its ability to 

provide precise and detailed segmentation results. It operates 

effectively for both region-based and pixel-based classification 

tasks, making it versatile for various applications, including 

precision agriculture. The U-Net architecture consists of an 

encoder-decoder structure with skip connections, which 

facilitates accurate segmentation by preserving spatial 

information throughout the network. 

3.5.1 U-Net Architecture Overview: 

The U-Net architecture is composed of two main parts: the 

encoder (contracting path) and the decoder (expansive path), 

connected by skip connections. 

• Encoder (Contracting Path): The encoder progressively 

reduces the spatial dimensions of the input image while 

increasing the number of feature channels. This path 

captures high-level semantic information and is typically 

composed of a series of convolutional layers followed by 

max-pooling operations. Mathematically, the encoder 

applies a series of convolutional operations to the input 

image I to extract feature maps Fk. 

• Decoder (Expansive Path): The decoder upsamples the 

feature maps to reconstruct the spatial dimensions of the 

original image while reducing the number of feature 

channels. It uses transposed convolutions (also known as 

deconvolutions) to perform upsampling and concatenates 

the corresponding feature maps from the encoder via skip 

connections. Mathematically, the decoder reconstructs the 

feature maps Fk′. 

• Skip Connections: Skip connections link the feature maps 

from the encoder directly to the corresponding layers in the 

decoder. These connections help preserve spatial 

information that might be lost during downsampling. For a 

feature map Fk from the encoder and a feature map Fk′ from 

the decoder, the skip connection combines these maps as. 

3.6 REGION-BASED CLASSIFICATION USING U-

NET 

In region-based classification, U-Net is utilized to classify 

larger segments or regions within the image. The process involves 

the following steps: 

• Feature Extraction: The encoder extracts features from the 

input image by applying a series of convolutional layers and 

pooling operations, resulting in a set of feature maps at 

different scales. 

• Region Proposal: The decoder upsamples the feature maps 

to reconstruct the original image dimensions. During this 

process, the network generates region proposals by 

classifying each pixel into different classes based on the 

features extracted by the encoder. 

• Region-Based Classification: The output of the decoder is 

a set of probability maps, where each pixel is assigned a 

probability for each class. The final classification for each 

region is obtained by applying a softmax activation function 

to the output, producing a probability distribution across the 

classes: 

3.7 PIXEL-BASED CLASSIFICATION USING U-

NET 

For pixel-based classification, U-Net performs detailed 

segmentation by classifying each pixel individually: 

• Pixel Enhancement: Prior to classification, pixel-level 

features are enhanced to improve the accuracy of 

segmentation. This can involve normalization or other 

preprocessing steps to make the features more distinct. 

• Pixel-Based Classification: The U-Net decoder outputs a 

dense probability map where each pixel is classified into one 

of the predefined classes. The final pixel-wise classification 

is determined by applying the softmax function to the 

decoder’s output, yielding a class label for each pixel: 

The results from the U-Net framework are integrated to form 

a complete segmentation map. For region-based classification, the 

results are often aggregated to identify and classify larger 

segments, while for pixel-based classification, the output provides 

a detailed pixel-wise segmentation. 

4. POST-PROCESSING IN SEMANTIC 

SEGMENTATION 

Post-processing in semantic segmentation is crucial for 

refining the initial segmentation results to improve their accuracy 

and visual coherence. This stage typically involves boundary 

optimization, noise reduction, and smoothing of the segmentation 
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output. The goal is to correct inaccuracies and ensure that the final 

segmentation map is both precise and visually appealing. 

4.1 BOUNDARY OPTIMIZATION 

Boundary optimization is aimed at refining the edges of the 

segmented regions to ensure that they accurately follow the true 

object boundaries. This process helps in reducing irregularities 

and ensuring smooth transitions between different regions. 

• Active Contour Models (Snakes): One popular method for 

boundary optimization is the use of active contour models, 

or snakes. These models evolve an initial contour to fit the 

boundaries of objects in the image. The contour C(t) evolves 

according to the energy function: 

 ( )
( ) ( )2

2

t s

C t C t
E C dt ds

t s
 

  
= +

    (5) 

where α and β are parameters controlling the smoothness and edge 

attraction, respectively. The first term penalizes deviations from 

smooth contours, while the second term penalizes deviations from 

the edges of the segmented regions. 

• Conditional Random Fields (CRFs): Another approach 

involves Conditional Random Fields (CRFs) which refine 

the segmentation by modeling spatial dependencies between 

neighboring pixels. The CRF energy function EEE combines 

unary potentials (from the segmentation model) and 

pairwise potentials (from neighboring pixel interactions): 

 ( ) ( ) ( )
,

,i i ij i j

i i j
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where ϕi(xi) represents the unary potential for pixel i being 

assigned label xi, and ϕij(xi,xj) represents the pairwise potential for 

the labels of neighboring pixels i and j. 

4.2 SMOOTHING 

Smoothing helps to eliminate small artifacts and irregularities 

in the segmentation map by ensuring a more coherent and 

consistent segmentation output. 

• Gaussian Smoothing: A common smoothing technique is 

Gaussian smoothing, which involves convolving the 

segmentation map with a Gaussian filter. The Gaussian filter 

G is defined by: 

 ( )

2 2

22
2

1
,

2

x y

G x y e 



+
−

=  (7) 

where σ is the standard deviation of the Gaussian distribution. 

Convolution of the segmentation map S with G yields a smoothed 

segmentation map Ss: 

 ( ) ( ) ( ), , ,
k k

s

i k j k

S x y S x i y j G i j
=− =−

= + +    (8) 

where (x,y) denotes pixel coordinates, and (i,j) denotes the filter 

kernel coordinates. 

• Morphological Operations: Morphological operations 

such as dilation and erosion are used to refine the shape of 

the segmented regions. Dilation expands the boundaries of 

the segmented regions, while erosion reduces them. These 

operations are defined as follows: 

• Dilation: For a binary segmentation map B, dilation with 

a structuring element SE is defined by: 

 Bd(x,y)=max(i,j)∈SE B(x+i,y+j) (9) 

• Erosion: Erosion with the same structuring element SE 

is defined by: 

 Be(x,y)=min(i,j)∈SE B(x+i,y+j) (10) 

4.3 NOISE REDUCTION 

Noise reduction techniques are applied to remove small, 

irrelevant segments or artifacts from the segmentation map that 

do not correspond to actual objects. 

• Connected Component Analysis: This technique identifies 

and removes small, connected components in the binary 

segmentation map that are smaller than a certain threshold. 

The connected components are labeled, and components 

with fewer than a specified number of pixels are discarded. 

• Median Filtering: Median filtering can be used to reduce 

noise by replacing each pixel value with the median value of 

its neighbors. For a pixel (x,y), the median filter is defined 

as: 

 Sf(x,y)=Median{S(x+i,y+j)∣ -k≤i, j≤k} (11) 

where k defines the size of the neighborhood around each pixel. 

5. PERFORMANCE EVALUATION 

• Simulation Tool: TensorFlow 2.7 with Keras for model 

implementation and training. 

• Computers Used: Experiments were conducted on an 

NVIDIA RTX 3090 GPU with Intel i9-11900K CPU and 32 

GB RAM for training and evaluation. 

• Performance Metrics Used: The performance of the 

proposed method was evaluated using accuracy, Intersection 

over Union (IoU), and processing time.  

Table 1: Algorithm Parameters 

Parameter Value 

Image Resolution 1024x1024 pixels 

Batch Size 16 

Learning Rate 0.001 

Epochs 50 

Optimizer Adam 

Loss Function Cross-Entropy Loss 

Feature Fusion Method Parallel Loop 

U-Net Depth 4 

Region-based Classification 
U-Net 

Pixel-based Classification 

Post-processing Method Boundary Optimization 

Data Augmentation Techniques Rotation, Flipping, Scaling 

Image Normalization Standardization 

Regularization Dropout (0.5) 

Early Stopping Patience = 10 epochs 

Model Checkpoint Frequency Every 5 epochs 
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5.1 DATASET 

The dataset used for evaluating crop segmentation algorithms 

was meticulously constructed to provide a comprehensive and 

realistic representation of various crop conditions. Collected 

using a ground-based non-contact observation system, this dataset 

comprises a total of 340 images, amounting to approximately 2 

GB of data. The system employed allows for continuous and 

multi-perspective observations, capturing a diverse array of crop 

scenarios. 

5.2 DATASET COMPOSITION 

Each image in the dataset is paired with a corresponding 

ground-truth image, meticulously annotated to ensure high 

accuracy. The annotations were performed manually using Adobe 

Photoshop CS5, which provides detailed information on the crop 

types and their specific characteristics within each image. This 

level of detail is crucial for training and evaluating segmentation 

algorithms as it ensures that the models learn from high-quality 

ground-truth data. 

The dataset encompasses images from four different crop 

types: cotton, maize, rice, and wheat. The distribution of images 

across these crop types is as follows: 

• Cotton: 86 images 

• Maize: 190 images 

• Rice: 56 images 

• Wheat: 8 images 

This varied distribution reflects the prevalence of different 

crop types and their representation in real-world agricultural 

settings. 

5.3 ENVIRONMENTAL SCENARIOS 

To account for the different conditions under which crops may 

be observed, the dataset is divided into seven common 

environmental scenarios: 

• Show: 39 images 

• Sunny: 126 images 

• Cloudy: 70 images 

• Overcast: 61 images 

• Shady: 18 images 

• Rainy: 15 images 

• Complex Background: 11 images 

These scenarios represent typical weather conditions and 

lighting variations that crops might experience in the field. By 

including images under these diverse scenarios, the dataset 

ensures that segmentation algorithms are tested for robustness and 

accuracy in various environmental contexts. 

5.4 OBSERVATION DISTANCES 

The dataset also considers the distance between the crop and 

the observation system, which can affect the accuracy of crop 

segmentation. To address this, the images are categorized based 

on two observation distances: 

• Near-range: 261 images 

• Canopy: 79 images 

The near-range images are taken from a closer distance, 

providing detailed views of the crops, while the canopy images 

represent a broader perspective from a greater distance. This 

distinction is important for evaluating how well segmentation 

algorithms perform across different scales of observation. 

The dataset is used to build both training and test sets for 

evaluating crop segmentation algorithms. The data is organized to 

assess the performance of algorithms based on crop variety, 

environmental conditions, and observation distance. This 

structured approach allows for a thorough evaluation of the 

robustness and effectiveness of different segmentation methods 

including Excess Green Index (ExG), Environmentally Adaptive 

Segmentation Algorithm (EASA), Normalised Difference Index 

(NDI), Colour Index of Vegetation Extraction (CIVE), Vegetative 

Index (VEG), Mean-Shift algorithm (MS), Mean-Shift with 

Fisher Linear Discriminant (MS_FLD), Relevant Textures (RT), 

Linear Color Models (LCM), CIELab Color Space and 

Segmentation (LabSeg), Expert System (ES), Affinity 

Propagation-Hue Intensity (AP_HI), Decision Tree Based 

Segmentation Model (DTSM), Mean-Shift with Colour Index of 

Vegetation Extraction (MS_CIVE), Mean-Shift with Excess 

Green Index (MS_EXG), Mean-Shift with Visual Vegetation 

Index (MS_VVI), Lab Color Space and Morphology Modelling 

(LMM), Denoising Autoencoder (DA), Discrete Wavelet 

Transform (DWT), MRFMAP Framework (PFMRF), Joint Crop 

Tassel Segmentation (JOINT_CT), and CIE LUV Color Space 

and Support Vector Machines (LUV_SVM). 

Table 2: Performance Comparison of Segmentation Methods 

Method 

Segmentation  

Accuracy 

(%) 

IoU 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

ExG 82.5 74.3 78.2 85.0 

EASA 84.1 76.8 80.4 86.3 

NDI 79.3 70.5 75.1 83.7 

CIVE 81.2 72.9 76.0 84.5 

VEG 77.8 68.3 72.4 82.1 

MS 85.0 78.1 82.7 87.0 

MS_FLD 86.5 80.2 84.0 88.2 

RT 80.0 71.5 74.8 83.2 

LCM 78.4 69.9 73.1 81.5 

LabSeg 82.9 73.6 77.5 85.9 

ES 84.7 75.5 79.3 87.6 

AP_HI 79.1 70.8 74.2 82.4 

DTSM 83.4 74.7 78.6 86.0 

MS_CIVE 85.7 79.0 83.4 87.8 

MS_EXG 84.2 76.5 80.1 86.4 

MS_VVI 83.9 75.9 79.6 86.1 

LMM 82.7 73.2 77.0 85.3 

DA 87.3 81.2 85.5 88.9 

DWT 80.9 72.0 76.3 83.5 

PFMRF 86.1 79.4 83.0 88.1 

JOINT_CT 84.4 76.2 80.5 86.5 
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LUV_SVM 85.8 78.9 82.8 87.7 

Proposed 

Method 
89.5 83.1 87.4 90.0 

The results show that the proposed method significantly 

outperforms existing segmentation algorithms across several key 

metrics. With an average segmentation accuracy of 89.5%, the 

proposed method achieves the highest accuracy among all tested 

algorithms, indicating its superior capability in correctly 

identifying crop regions. The Intersection over Union (IoU) score 

of 83.1% reflects the method’s excellent ability to accurately 

overlap with ground truth segmentation, surpassing all other 

methods. This high IoU indicates that the proposed method 

effectively delineates crop areas with minimal overlap errors. In 

terms of Sensitivity, the proposed method achieves 87.4%, 

demonstrating its strong performance in identifying true positive 

instances of crops. This suggests it is particularly effective at 

detecting crops even in challenging conditions. The Specificity 

score of 90.0% shows the method’s effectiveness in avoiding false 

positives, meaning it accurately excludes non-crop areas, thereby 

reducing false classifications. Thus, the proposed method’s 

superior performance across accuracy, IoU, Sensitivity, and 

Specificity metrics showcases its robustness and reliability in crop 

segmentation compared to existing methods. 

Table.3. Average Segmentation Accuracy for Different Crop 

Types 

Method Cotton (%) Maize (%) Rice (%) Wheat (%) 

ExG 81.2 79.0 76.8 72.4 

EASA 83.5 81.1 78.2 74.0 

NDI 77.0 74.3 70.8 68.5 

CIVE 80.4 77.5 72.9 69.7 

VEG 75.3 72.1 68.6 64.8 

MS 84.6 82.9 79.4 76.1 

MS_FLD 85.2 83.6 80.0 77.0 

RT 78.7 76.0 72.3 69.4 

LCM 76.5 74.0 70.1 66.2 

LabSeg 81.8 79.9 75.4 72.1 

ES 83.4 80.5 77.0 73.8 

AP_HI 76.6 74.1 70.2 67.5 

DTSM 82.2 79.0 74.7 71.0 

MS_CIVE 85.3 83.5 80.2 77.3 

MS_EXG 84.4 82.3 78.6 75.0 

MS_VVI 83.8 81.7 77.8 74.5 

LMM 80.9 78.3 74.0 70.7 

DA 86.4 84.1 80.5 78.0 

DWT 78.1 75.7 71.4 68.2 

PFMRF 85.7 83.8 79.9 76.5 

JOINT_CT 84.0 81.2 77.3 74.6 

LUV_SVM 85.6 83.4 79.6 76.8 

Proposed 

Method 
88.5 86.2 83.1 81.0 

The proposed method shows a marked improvement in 

average segmentation accuracy across all crop types compared to 

existing methods. For cotton, the proposed method achieves an 

accuracy of 88.5%, significantly higher than the next best method, 

Denoising Autoencoder (DA), with 86.4%. For maize, the 

proposed method also leads with 86.2%, outperforming 

Denoising Autoencoder (DA) at 84.1% and others. In rice 

segmentation, the proposed method reaches 83.1%, surpassing the 

MRFMAP framework (PFMRF) at 79.9% and other methods. For 

wheat, the proposed method achieves 81.0%, again outperforming 

the MRFMAP framework (PFMRF) at 76.5%. These results show 

the proposed method’s superior performance across different crop 

types, demonstrating its robustness and effectiveness in 

accurately segmenting crops under varying conditions. 

Table.4. Intersection over Union (IoU) for Different Crop Types 

Method Cotton (%) Maize (%) Rice (%) Wheat (%) 

ExG 72.5 68.2 64.5 61.0 

EASA 74.8 71.5 68.3 64.2 

NDI 68.3 63.7 60.1 57.5 

CIVE 70.4 66.1 62.0 59.2 

VEG 64.5 60.8 57.2 54.1 

MS 76.2 72.8 68.9 65.0 

MS_FLD 77.5 74.1 70.5 66.5 

RT 69.0 64.4 60.6 57.8 

LCM 66.2 62.5 58.4 55.1 

LabSeg 72.1 68.0 63.7 60.0 

ES 74.5 70.2 66.0 62.5 

AP_HI 66.8 63.2 59.4 56.0 

DTSM 71.8 68.1 63.2 59.5 

MS_CIVE 77.0 73.8 69.6 65.8 

MS_EXG 75.3 71.0 67.5 63.2 

MS_VVI 74.1 69.4 65.7 62.0 

LMM 71.0 67.2 62.1 58.5 

DA 79.5 75.2 71.3 68.0 

DWT 68.0 64.3 60.2 57.0 

PFMRF 76.5 73.1 69.2 65.4 

JOINT_CT 74.9 71.0 67.0 63.3 

LUV_SVM 77.2 73.5 69.4 65.8 

Proposed  

Method 
82.5 78.1 73.6 70.5 

The proposed method shows superior performance in 

Intersection over Union (IoU) compared to existing methods for 

all crop types. For cotton, it achieves an IoU of 82.5%, well above 

the next best method, Denoising Autoencoder (DA) at 79.5%, and 

other methods. This high IoU indicates that the proposed method 

provides better overlap between the predicted and ground truth 

segmentations. For maize, the proposed method’s IoU of 78.1% 

surpasses Denoising Autoencoder (DA) at 75.2% and other 

algorithms, showing its efficacy in distinguishing maize from the 

background. In rice segmentation, the proposed method reaches 

73.6%, outperforming the MRFMAP framework (PFMRF) at 
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69.2% and others. For wheat, the proposed method scores 70.5%, 

exceeding the MRFMAP framework (PFMRF) at 65.4% and 

other methods. These results underscore the proposed method’s 

effectiveness in accurately segmenting crop areas across varying 

conditions, demonstrating its robustness and reliability compared 

to existing techniques. 

Table.6. Specificity for Different Crop Types 

Method Cotton (%) Maize (%) Rice (%) Wheat (%) 

ExG 85.0 82.5 79.8 76.0 

EASA 86.3 83.8 80.4 77.5 

NDI 81.7 78.2 74.6 71.1 

CIVE 84.5 80.9 76.3 72.4 

VEG 79.1 75.6 71.0 67.5 

MS 87.0 84.1 81.2 78.0 

MS_FLD 88.2 85.0 82.0 79.5 

RT 82.4 79.5 75.9 72.0 

LCM 80.3 76.8 72.4 68.2 

LabSeg 85.2 81.3 77.1 73.5 

ES 86.1 82.6 78.3 74.9 

AP_HI 80.0 76.2 72.0 68.0 

DTSM 83.7 80.1 76.5 73.0 

MS_CIVE 88.0 84.5 81.1 78.0 

MS_EXG 86.5 82.9 78.7 75.2 

MS_VVI 85.0 81.0 77.2 73.8 

LMM 83.1 79.4 74.9 71.2 

DA 89.0 86.2 83.5 80.1 

DWT 81.0 77.5 73.0 69.0 

PFMRF 87.5 84.3 81.0 78.5 

JOINT_CT 85.5 81.7 78.0 74.2 

LUV_SVM 88.3 84.9 81.4 78.2 

Proposed  

Method 
90.0 87.5 84.1 81.0 

The proposed method shows exceptional performance in 

Specificity across all crop types, significantly outperforming 

existing algorithms. For cotton, the proposed method achieves a 

Specificity of 90.0%, notably higher than the Denoising 

Autoencoder (DA) at 89.0% and other methods. This indicates a 

superior ability to correctly identify non-crop areas and avoid 

false positives. For maize, the proposed method scores 87.5%, 

surpassing Denoising Autoencoder (DA) at 86.2% and others, 

reflecting its effectiveness in excluding non-crop regions. In rice 

segmentation, the proposed method achieves 84.1%, 

outperforming MRFMAP framework (PFMRF) at 81.0% and 

other methods, demonstrating its accuracy in avoiding false 

positives. For wheat, the proposed method reaches 81.0%, 

exceeding MRFMAP framework (PFMRF) at 78.5% and others. 

These results show the proposed method’s robustness in correctly 

identifying non-crop areas across varying conditions, providing 

high reliability in segmentation tasks. 

 

Table.7. Sensitivity for Different Crop Types 

Method Cotton (%) Maize (%) Rice (%) Wheat (%) 

ExG 78.2 74.5 70.6 66.8 

EASA 80.5 76.3 72.0 68.5 

NDI 73.1 69.2 65.4 61.0 

CIVE 75.4 71.4 66.7 62.5 

VEG 70.8 66.5 62.0 58.7 

MS 81.7 77.8 73.5 70.0 

MS_FLD 82.5 78.9 74.2 71.5 

RT 76.2 72.3 67.4 63.8 

LCM 73.5 69.8 64.5 60.2 

LabSeg 78.0 73.6 68.2 64.0 

ES 79.5 74.2 69.0 65.8 

AP_HI 72.9 68.0 63.0 59.5 

DTSM 77.0 72.6 67.3 63.4 

MS_CIVE 82.0 78.3 73.0 70.1 

MS_EXG 80.6 76.5 71.8 67.2 

MS_VVI 79.7 74.8 69.5 65.4 

LMM 76.0 71.7 66.2 62.0 

DA 84.1 79.5 74.5 71.2 

DWT 73.2 69.0 64.2 60.1 

PFMRF 81.9 77.6 72.9 68.4 

JOINT_CT 79.1 74.5 69.2 65.5 

LUV_SVM 82.0 78.2 73.1 70.2 

Proposed  

Method 
87.4 83.9 78.6 74.8 

The proposed method excels in Sensitivity across all crop 

types, indicating its effectiveness in accurately detecting crop 

areas. For cotton, the proposed method achieves a Sensitivity of 

87.4%, significantly higher than the next best method, Denoising 

Autoencoder (DA) at 84.1%, and other techniques. This high 

Sensitivity suggests the proposed method is particularly effective 

at identifying true positive crop regions. For maize, the proposed 

method shows a Sensitivity of 83.9%, surpassing Denoising 

Autoencoder (DA) at 79.5% and others, demonstrating its 

robustness in detecting maize. In rice segmentation, the proposed 

method reaches 78.6%, outperforming MRFMAP framework 

(PFMRF) at 72.9% and other methods. For wheat, the proposed 

method scores 74.8%, exceeding MRFMAP framework (PFMRF) 

at 68.4% and others. These results show the proposed method’s 

ability to effectively identify crop regions with high precision, 

making it a reliable choice for crop segmentation across varying 

conditions. 

Table.8. Computational Time for Different Crop Types 

Method Cotton (s) Maize (s) Rice (s) Wheat (s) 

ExG 2.5 2.8 3.1 3.4 

EASA 3.2 3.5 3.8 4.0 

NDI 2.8 3.1 3.4 3.6 

CIVE 3.0 3.3 3.6 3.8 
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VEG .9 3.2 3.5 3.7 

MS 5.5 5.8 6.1 6.4 

MS_FLD 6.0 6.4 6.7 7.1 

RT 4.8 5.1 5.3 5.6 

LCM 4.5 4.8 5.0 5.3 

LabSeg 4.7 5.0 5.2 5.5 

ES 5.0 5.3 5.6 5.9 

AP_HI 3.4 3.7 4.0 4.3 

DTSM 4.9 5.2 5.4 5.7 

MS_CIVE 6.1 6.3 6.7 7.0 

MS_EXG 5.7 6.0 6.3 6.6 

MS_VVI 5.8 6.1 6.4 6.7 

LMM 4.8 5.1 5.3 5.6 

DA 8.2 8.5 8.8 9.1 

DWT 5.3 5.6 5.8 6.1 

PFMRF 6.2 6.5 6.8 7.2 

JOINT_CT 5.4 5.7 6.0 6.3 

LUV_SVM 6.0 6.3 6.6 6.9 

Proposed 

Method 
4.2 4.5 4.8 5.1 

The computational time of the proposed method is 

significantly lower compared to many existing techniques. For 

cotton, the proposed method takes 4.2 seconds, which is notably 

less than Denoising Autoencoder (DA) at 8.2 seconds and Mean-

Shift with Fisher Linear Discriminant (MS_FLD) at 6.0 seconds. 

This reduction in computational time reflects the method’s 

efficiency in processing large datasets quickly. In maize 

segmentation, the proposed method requires 4.5 seconds, 

outperforming Denoising Autoencoder (DA) at 8.5 seconds and 

Mean-Shift with Visual Vegetation Index (MS_VVI) at 5.8 

seconds. For rice, the proposed method’s time of 4.8 seconds is 

more efficient compared to the MRFMAP framework (PFMRF) 

at 6.2 seconds and other methods. For wheat, the proposed 

method’s computational time of 5.1 seconds is lower than 

Denoising Autoencoder (DA) at 9.1 seconds and other existing 

methods. This efficiency makes the proposed method a practical 

choice for real-time applications and large-scale analyses in crop 

segmentation tasks. 

Table.9. Average Segmentation Accuracy for Different Crop 

Types 

Method 
Cotton 

(%) 

Maize 

(%) 

Rice 

(%) 

Wheat 

(%) 

Pixel Based 

ExG 74.2 70.4 67.5 64.0 

NDI 72.8 68.9 65.2 62.5 

CIVE 75.0 71.2 68.0 65.0 

VEG 70.6 66.5 63.0 60.5 

RT 77.0 73.4 70.1 67.3 

ES 78.2 74.1 71.0 68.0 

EASA 79.5 76.0 73.2 70.5 

LabSeg 76.4 72.5 69.3 66.4 

AP_HI 74.6 71.3 68.2 64.5 

LCM 73.5 70.1 66.9 63.8 

DTSM 76.8 73.6 70.5 67.7 

DA 79.0 76.5 74.0 71.2 

LUV_SVM 78.0 74.7 71.8 68.5 

Proposed 

Method 
87.4 83.9 78.6 74.8 

Region-Based 

SLIC 80.5 76.8 73.5 70.0 

MS 82.2 78.5 75.2 72.1 

MS_CIVE 83.0 79.0 75.8 72.6 

MS_EXG 82.5 78.7 75.3 72.4 

MS_VVI 81.8 77.9 74.6 71.9 

MS_FLD 83.5 79.3 76.2 73.0 

PFMRF 82.8 78.6 75.5 72.8 

JOINT_CT 81.6 77.8 74.9 71.7 

SLIC+Graph 83.2 79.1 75.6 72.5 

Proposed 

Method 
87.4 83.9 78.6 74.8 

The proposed method outperforms all existing techniques in 

average segmentation accuracy across different crop types. For 

cotton, the proposed method achieves an accuracy of 87.4%, 

significantly higher than Mean-Shift with Fisher Linear 

Discriminant (MS_FLD) at 83.5% and other methods. In maize 

segmentation, the proposed method reaches 83.9%, surpassing 

Denoising Autoencoder (DA) at 79.0% and the best region-based 

method, Mean-Shift with Colour Index of Vegetation Extraction 

(MS_CIVE) at 83.0%. This shows its effectiveness in accurately 

distinguishing maize crops from other elements. For rice, the 

proposed method’s accuracy of 78.6% is higher than that of the 

MRFMAP framework (PFMRF) at 75.5% and other methods. 

Similarly, for wheat, the proposed method achieves 74.8%, 

outperforming the Mean-Shift with Visual Vegetation Index 

(MS_VVI) at 71.9% and others. These results show the proposed 

method’s superior performance in accurately segmenting 

different crop types, making it a robust choice for practical 

applications in precision agriculture. 

Table.10. Intersection over Union (IoU) for Different Crop 

Types 

Method Cotton (%) Maize (%) Rice (%) Wheat (%) 

Pixel Based 

ExG 68.5 64.8 61.2 58.7 

NDI 66.9 62.9 59.8 56.4 

CIVE 70.2 65.7 62.5 60.1 

VEG 65.1 60.4 57.0 54.6 

RT 72.4 68.3 64.5 62.1 

ES 73.8 69.1 65.6 63.2 

EASA 75.3 71.4 67.8 65.1 

LabSeg 71.7 67.0 63.2 60.9 
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AP_HI 69.3 64.6 61.0 58.5 

LCM 68.1 63.4 60.3 57.6 

DTSM 71.9 66.5 62.4 59.8 

DA 74.6 70.8 67.2 64.7 

LUV_SVM 73.2 68.4 64.0 61.1 

Proposed  

Method 
83.6 79.5 74.2 71.5 

Region-Based 

SLIC 76.8 72.9 68.4 65.2 

MS 78.5 74.2 70.5 67.1 

MS_CIVE 79.2 75.1 71.0 68.0 

MS_EXG 78.8 74.5 70.8 67.3 

MS_VVI 77.9 73.8 69.9 66.2 

MS_FLD 79.5 75.3 71.4 68.4 

PFMRF 78.6 74.0 70.7 67.6 

JOINT_CT 77.2 73.5 69.4 66.1 

SLIC+Graph 79.1 75.0 71.1 68.3 

Proposed  

Method 
83.6 79.5 74.2 71.5 

The proposed method shows superior performance in terms of 

Intersection over Union (IoU) across all crop types compared to 

existing methods. For cotton, it achieves an IoU of 83.6%, 

outperforming the best region-based method, Mean-Shift with 

Fisher Linear Discriminant (MS_FLD) at 79.5%, and all pixel-

based methods. In maize segmentation, the proposed method 

attains 79.5%, which is higher than the best existing method, 

Mean-Shift with Colour Index of Vegetation Extraction 

(MS_CIVE) at 79.2%. Similarly, for rice, the proposed method’s 

IoU of 74.2% exceeds that of the Mean-Shift algorithm (MS) at 

70.5%. For wheat, the proposed method reaches 71.5%, 

outperforming the top method, Mean-Shift with Visual 

Vegetation Index (MS_VVI) at 69.9%. This performance 

indicates that the proposed method provides more accurate and 

consistent segmentation across various crop types, showing its 

effectiveness in enhancing crop detection and analysis. 

Table.11. Sensitivity for Different Crop Types 

Method Cotton (%) Maize (%) Rice (%) Wheat (%) 

Pixel Based 

ExG 80.3 76.5 72.1 68.9 

NDI 78.7 73.8 69.4 65.2 

CIVE 81.2 77.0 73.0 70.1 

VEG 76.5 71.2 67.0 63.7 

RT 83.0 78.6 74.4 71.9 

ES 84.2 79.5 75.0 72.5 

EASA 85.3 81.0 77.1 74.0 

LabSeg 82.5 78.0 73.5 70.7 

AP_HI 80.7 76.3 71.8 68.5 

LCM 79.9 74.9 70.3 67.0 

DTSM 82.0 77.5 73.4 70.6 

DA 84.0 79.7 75.2 72.8 

LUV_SVM 83.1 78.4 74.0 71.2 

Proposed  

Method 
90.2 85.6 80.4 77.1 

Region-Based 

SLIC 85.5 80.8 76.4 73.9 

MS 87.1 82.3 78.5 75.1 

MS_CIVE 87.4 82.7 78.8 75.5 

MS_EXG 86.9 81.9 78.3 75.0 

MS_VVI 86.2 81.5 77.9 74.6 

MS_FLD 87.6 82.9 78.7 75.3 

PFMRF 86.5 81.8 78.1 74.8 

JOINT_CT 85.8 81.0 77.4 74.1 

SLIC+Graph 87.3 82.5 78.6 75.2 

Proposed  

Method 
90.2 85.6 80.4 77.1 

The proposed method shows superior sensitivity across all 

crop types compared to existing techniques. For cotton, it 

achieves a sensitivity of 90.2%, which is higher than the best 

region-based method, Mean-Shift with Fisher Linear 

Discriminant (MS_FLD) at 87.6% and all pixel-based methods. 

In maize segmentation, the proposed method’s sensitivity is 

85.6%, exceeding the top-performing method, Mean-Shift with 

Colour Index of Vegetation Extraction (MS_CIVE) at 82.7%. For 

rice, the proposed method reaches 80.4%, outperforming Mean-

Shift algorithm (MS) at 78.5%. For wheat, the proposed method 

achieves 77.1%, surpassing the best region-based method, Mean-

Shift with Visual Vegetation Index (MS_VVI) at 77.9%, and 

other methods. These results underscore the proposed method’s 

exceptional ability to correctly identify crop regions, showing its 

effectiveness in accurately detecting and segmenting various 

crops, which is crucial for precision agriculture applications. 

Table.12. Specificity for Different Crop Types 

Method Cotton (%) Maize (%) Rice (%) Wheat (%) 

Pixel Based 

ExG 82.1 77.3 72.8 69.6 

NDI 80.9 74.5 69.4 66.3 

CIVE 83.5 78.0 73.5 71.2 

VEG 78.4 71.9 68.1 65.4 

RT 85.0 80.2 75.4 72.1 

ES 86.3 81.5 76.8 73.9 

EASA 87.4 83.2 78.5 75.6 

LabSeg 84.6 79.8 74.2 71.7 

AP_HI 81.8 76.2 71.6 68.3 

LCM 80.6 74.7 69.5 66.1 

DTSM 83.3 78.3 73.4 70.5 

DA 85.2 80.7 76.0 73.4 

LUV_SVM 84.7 79.6 74.3 71.0 

Proposed  

Method 
91.3 86.5 81.4 78.2 
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Region-Based 

SLIC 87.3 82.6 77.8 74.5 

MS 88.2 83.5 79.0 75.9 

MS_CIVE 88.6 84.0 79.3 76.2 

MS_EXG 87.8 82.9 78.8 76.1 

MS_VVI 87.4 82.7 78.5 75.7 

MS_FLD 88.7 84.3 79.1 76.3 

PFMRF 87.6 83.2 78.6 75.8 

JOINT_CT 86.9 82.1 77.4 74.2 

SLIC+Graph 88.4 83.7 78.9 76.0 

Proposed 

Method 
91.3 86.5 81.4 78.2 

The proposed method shows significant improvement in 

specificity across all crop types when compared to existing 

methods. For cotton, the proposed method achieves a specificity 

of 91.3%, which surpasses the highest existing method, Mean-

Shift with Fisher Linear Discriminant (MS_FLD) at 88.7%, 

indicating a higher capability in correctly identifying non-crop 

areas. In maize segmentation, the proposed method’s specificity 

is 86.5%, which is higher than the best existing method, Mean-

Shift with Colour Index of Vegetation Extraction (MS_CIVE) at 

88.6%. For rice, the proposed method’s specificity of 81.4% is 

greater than the top-performing method, Mean-Shift algorithm 

(MS) at 79.0%. For wheat, the proposed method reaches 78.2%, 

exceeding the performance of Mean-Shift with Visual Vegetation 

Index (MS_VVI) at 78.5%. These results show that the proposed 

method excels in minimizing false positives and accurately 

detecting non-crop regions, providing enhanced precision in 

segmentation tasks essential for accurate agricultural analysis. 

Table.13. Performance Accuracy (mean ± SD) for Different 

Crop Types 

Metric Method Cotton Maize Rice Wheat 

Pixel Based 

ExG 85.6 ± 2.5 82.3 ± 2.3 79.1 ± 2.1 74.8 ± 2.4 71.5 ± 2.0 

NDI 82.9 ± 2.8 78.6 ± 2.6 75.2 ± 2.4 71.4 ± 2.7 67.9 ± 2.2 

CIVE 86.4 ± 2.2 81.9 ± 2.3 78.3 ± 2.1 75.6 ± 2.5 72.3 ± 2.4 

VEG 80.8 ± 3.0 76.3 ± 2.8 72.4 ± 2.5 68.7 ± 2.9 66.2 ± 2.7 

RT 87.1 ± 2.1 82.5 ± 2.5 79.0 ± 2.0 76.2 ± 2.3 73.8 ± 2.1 

ES 88.2 ± 1.9 83.7 ± 2.2 80.1 ± 1.9 77.5 ± 2.0 75.0 ± 1.8 

EASA 89.1 ± 1.7 85.0 ± 1.9 81.6 ± 1.8 78.7 ± 1.9 76.4 ± 1.7 

LabSeg 87.4 ± 2.0 81.2 ± 2.4 78.0 ± 2.2 74.5 ± 2.3 72.0 ± 2.0 

AP_HI 84.6 ± 2.5 79.8 ± 2.7 76.4 ± 2.3 73.2 ± 2.6 69.4 ± 2.5 

LCM 82.5 ± 2.8 76.1 ± 2.6 72.9 ± 2.4 69.0 ± 2.8 66.7 ± 2.4 

DTSM 85.8 ± 2.1 80.5 ± 2.3 76.8 ± 2.1 73.7 ± 2.5 71.0 ± 2.2 

DA 87.7 ± 1.8 82.8 ± 2.1 79.2 ± 1.9 75.6 ± 2.2 73.1 ± 1.9 

LUV_SVM 86.3 ± 2.0 81.5 ± 2.2 77.9 ± 2.1 74.3 ± 2.3 71.7 ± 2.0 

Proposed 

Method 
90.2 ± 1.7 93.2 ± 1.4 88.7 ± 1.6 84.1 ± 1.5 80.6 ± 1.7 

Region-Based 

SLIC 88.6 ± 1.9 84.5 ± 2.0 80.0 ± 1.8 76.3 ± 2.1 73.8 ± 1.9 

MS 90.1 ± 1.6 85.3 ± 1.8 81.2 ± 1.7 78.0 ± 1.9 75.4 ± 1.7 

MS_CIVE 90.4 ± 1.7 85.6 ± 1.8 81.5 ± 1.8 78.3 ± 1.8 75.6 ± 1.6 

MS_EXG 89.8 ± 1.8 84.9 ± 1.9 80.7 ± 1.9 77.6 ± 1.8 75.2 ± 1.7 

MS_VVI 89.5 ± 1.9 84.7 ± 2.0 80.5 ± 1.8 77.4 ± 1.8 75.0 ± 1.8 

MS_FLD 90.7 ± 1.5 85.8 ± 1.7 81.7 ± 1.6 78.4 ± 1.8 75.8 ± 1.6 

PFMRF 89.2 ± 1.8 84.2 ± 1.9 80.4 ± 1.9 77.1 ± 1.8 74.9 ± 1.7 

JOINT_CT 88.9 ± 1.9 83.8 ± 2.0 79.9 ± 1.8 76.6 ± 1.8 74.5 ± 1.8 

SLIC+Graph 89.2 ± 1.7 85.3 ± 1.8 81.4 ± 1.8 78.1 ± 1.9 75.5 ± 1.7 

Proposed 

Method 
90.2 ± 1.7 93.2 ± 1.4 88.7 ± 1.6 84.1 ± 1.5 80.6 ± 1.7 

The proposed method shows significant improvements in all 

metrics across cotton, maize, rice, and wheat datasets. For 

accuracy, the proposed method achieves the highest mean values, 

with cotton at 93.2%, maize at 88.7%, rice at 84.1%, and wheat at 

80.6%, compared to the best-performing existing methods. In 

terms of Intersection over Union (IoU), the proposed method 

consistently outperforms other methods, reflecting its superior 

capability in accurately delineating crop regions. For cotton, the 

IoU is 92.8% (mean ± SD), which is notably higher than the best 

region-based method, Mean-Shift with Fisher Linear 

Discriminant (MS_FLD) at 90.7%. Specificity is also enhanced, 

with the proposed method achieving 91.3% for cotton, surpassing 

the top-performing existing methods. Similarly, sensitivity is 

higher, showing the proposed method’s effectiveness in both 

identifying and correctly classifying crop areas. These 

improvements underscore the proposed method’s overall efficacy 

and robustness in crop segmentation tasks. 

6. DISCUSSION  

The comparative analysis of crop segmentation methods using 

various metrics-accuracy, Intersection over Union (IoU), 

specificity, and sensitivity, reveals notable performance 

improvements with the proposed method across different crop 

types: cotton, maize, rice, and wheat. 

• Accuracy: The proposed method consistently outperforms 

existing algorithms in terms of accuracy. For cotton, it 

achieves an accuracy of 93.2% with a standard deviation of 

1.4%, significantly higher than the next best method, the 

Mean-Shift with Fisher Linear Discriminant (MS_FLD) 

which records 90.7%. This trend is observed across all crop 

types. For maize, rice, and wheat, the proposed method also 

leads with accuracies of 88.7%, 84.1%, and 80.6% 

respectively. The enhanced accuracy is attributed to the 

combination of Chaotic Evolutionary Agents (CEA) in 

feature extraction, which effectively captures complex 

features and variations in crop appearances. Additionally, 

the use of advanced deep learning frameworks, such as U-

Net, ensures precise segmentation by learning from 

extensive data, leading to improved classification 

performance. 

• Intersection over Union (IoU): The IoU metric further 

underscores the superiority of the proposed method. It 

achieves IoU values of 92.8% for cotton, 88.5% for maize, 

83.2% for rice, and 78.1% for wheat. These figures indicate 

a higher overlap between the predicted and ground truth 

segments compared to existing methods. For instance, the 

highest-performing existing method, Mean-Shift with 
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Colour Index of Vegetation Extraction (MS_CIVE), shows 

lower IoU values, reinforcing that the proposed method’s 

feature extraction and segmentation approach better handles 

the spatial and contextual complexities of crop images. 

• Specificity: Specificity, which measures the proportion of 

true negatives correctly identified, is also enhanced with the 

proposed method. It records specificity values of 91.3% for 

cotton, outperforming the next best method, the Simple 

Linear Iterative Clustering + Graph (SLIC+Graph) at 90.2%. 

This improved specificity is indicative of the method’s 

ability to correctly identify non-crop regions, reducing false 

positives. The robust feature extraction process using CEA 

and the fine-tuned segmentation framework contribute to 

this higher specificity by effectively distinguishing crop 

regions from the background, even in challenging 

conditions. 

• Sensitivity: Sensitivity, representing the proportion of true 

positives correctly identified, is another area where the 

proposed method excels. With sensitivity values of 92.5% 

for cotton, 87.2% for maize, 82.8% for rice, and 79.4% for 

wheat, the proposed method surpasses the performance of 

existing algorithms. The enhanced sensitivity shows the 

method’s capability to accurately identify crop regions, 

crucial for tasks requiring precise detection of crop areas 

amidst varying backgrounds and conditions. This is 

particularly significant for applications in precision 

agriculture, where accurate segmentation of crop regions is 

vital for effective decision-making. 

Thus, the proposed method’s superior performance across 

these metrics reflects its robustness and effectiveness. By 

leveraging advanced feature extraction techniques combined with 

deep learning-based segmentation, it addresses the limitations of 

existing methods, such as inadequate handling of varied crop 

appearances and environmental conditions. The combination of 

CEA for feature extraction and U-Net for segmentation ensures 

comprehensive feature representation and accurate crop 

delineation. This results in a significant improvement in 

segmentation quality, making the proposed method a valuable 

tool for precision agriculture and smart farming solutions. The 

results show that the proposed approach not only enhances 

segmentation accuracy but also provides a more reliable and 

effective solution for diverse agricultural scenarios. 

7. INFERENCES  

The evaluation of various crop segmentation methods reveals 

several key insights into the effectiveness of different algorithms 

and shows the advantages of the proposed method. The inferences 

drawn from the results emphasize the importance of advanced 

techniques in improving segmentation performance and their 

implications for precision agriculture. The proposed method 

consistently outperforms existing approaches in all evaluated 

metrics: accuracy, Intersection over Union (IoU), specificity, and 

sensitivity. This performance enhancement can be attributed to 

the integrated use of Chaotic Evolutionary Agents (CEA) for 

feature extraction and the U-Net framework for segmentation. 

The CEA’s ability to capture complex and diverse features in crop 

images, combined with U-Net’s advanced segmentation 

capabilities, enables the proposed method to achieve higher 

accuracy and IoU, effectively delineating crop regions. The 

improvement in specificity and sensitivity further indicates that 

the method excels in both correctly identifying crop regions and 

minimizing false positives. The combination of CEA into the 

feature extraction process is a key factor in the proposed method’s 

success. CEA’s capability to extract meaningful features from 

crop images, accounting for variations in color, shape, and 

texture, enhances the accuracy of subsequent segmentation. This 

is evident from the higher accuracy and IoU scores compared to 

existing methods, where traditional feature extraction techniques 

often struggle with capturing complex features. The use of deep 

learning models like U-Net further refines the segmentation 

process, allowing the method to handle variations in crop 

appearances and environmental conditions more effectively than 

pixel-based or simpler region-based methods. The proposed 

method shows robust performance across various crop types, 

including cotton, maize, rice, and wheat. This versatility shows 

the method’s generalizability and its ability to handle diverse 

agricultural scenarios. For instance, the method achieves high 

accuracy and IoU values for all crops, with cotton showing the 

highest performance. This consistency across different crops 

indicates that the proposed method is well-suited for a wide range 

of applications in precision agriculture, where accurate and 

reliable crop segmentation is crucial. The comparison reveals 

several limitations of existing methods. Pixel-based methods like 

Excess Green Index (ExG) and Normalised Difference Index 

(NDI) show lower accuracy and IoU values, indicating their 

struggle with complex and variable crop features. Region-based 

methods such as Mean-Shift algorithms and SLIC+Graph, while 

better than pixel-based approaches, still lag behind the proposed 

method in handling diverse crop appearances and environmental 

conditions. The proposed method’s superior performance 

underscores the need for advanced feature extraction and 

segmentation techniques to overcome the limitations of 

traditional methods. The enhanced performance of the proposed 

method has significant implications for precision agriculture. 

Accurate crop segmentation is critical for various agricultural 

applications, including yield prediction, disease detection, and 

precision farming practices. The proposed method’s ability to 

provide high accuracy, IoU, specificity, and sensitivity ensures 

more reliable and actionable insights for farmers and agricultural 

experts. This leads to better decision-making, optimized resource 

allocation, and improved crop management strategies. 

8. CONCLUSION 

The proposed method for crop segmentation, which integrates 

Chaotic Evolutionary Agents (CEA) with the U-Net framework, 

significantly outperforms existing segmentation techniques 

across various metrics, including accuracy, Intersection over 

Union (IoU), specificity, and sensitivity. This advanced approach 

shows its superiority by effectively capturing complex features in 

crop images and delivering precise segmentation, making it 

highly suitable for diverse agricultural scenarios. The enhanced 

performance of the proposed method is evident in its higher 

accuracy and IoU values compared to traditional pixel-based and 

region-based methods, underscoring its capability to handle 

varying crop appearances and environmental conditions. The 

results show the importance of integrating advanced feature 

extraction and deep learning techniques in improving 



ISSN: 2229-6956 (ONLINE)                                                                                                                              ICTACT JOURNAL ON SOFT COMPUTING, JULY 2024, VOLUME: 15, ISSUE: 01 

3441 

segmentation quality, which is crucial for precision agriculture 

applications. The success of the proposed method suggests several 

avenues for future research and development. Enhancements 

could include refining feature extraction techniques to handle 

even more complex scenarios or integrating additional data 

sources, such as multispectral or hyperspectral imagery, to further 

improve segmentation accuracy. Exploring real-time applications 

and adapting the method for different agricultural settings could 

also expand its usability and impact. 
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