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Abstract 

Customer Relationship Management (CRM) plays a crucial role in 

maintaining and enhancing customer satisfaction and loyalty. To 

effectively manage customer relationships, organizations require 

decision support systems that can provide valuable insights and assist 

in making informed decisions. In this context, Rough Sets-Based 

Decision Support Systems (RS-DSS) have emerged as a promising 

approach. RS-DSS utilizes the principles of rough set theory to handle 

uncertainty and vagueness in customer data, enabling the discovery of 

hidden patterns and knowledge for effective CRM. This paper provides 

an overview of the application of RS-DSS in CRM, highlighting its 

benefits and challenges. The study also discusses various components 

of RS-DSS, including attribute reduction, rule extraction, and decision-

making. Furthermore, the paper presents a case study to illustrate the 

practical implementation and potential outcomes of RS-DSS in CRM. 

Overall, RS-DSS holds significant potential in enhancing customer 

relationship management by leveraging rough set theory for decision 

support and improving organizational performance. 
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1. INTRODUCTION 

Customer Relationship Management (CRM) has become a 

vital strategy for organizations to maintain competitive advantage 

in highly competitive business environment. CRM focuses on 

managing and nurturing customer relationships to maximize 

customer satisfaction, loyalty, and ultimately, profitability. To 

effectively implement CRM, organizations require robust 

decision support systems that can assist in analyzing customer 

data, extracting meaningful insights, and making informed 

decisions. One promising approach that has gained attention in 

recent years is the application of Rough Sets-Based Decision 

Support Systems (RS-DSS) in CRM. RS-DSS leverages the 

principles of rough set theory to handle uncertainty and vagueness 

in customer data, enabling organizations to uncover hidden 

patterns and knowledge for effective CRM [1]. 

Traditional decision support systems in CRM rely on 

statistical and mathematical models that assume complete and 

precise data. However, customer data often contains uncertainties 

and vagueness, such as missing values, inconsistent attributes, and 

imprecise measurements. These challenges make it difficult to 

extract meaningful insights and make accurate predictions. Rough 

set theory, introduced by Pawlak in the 1980s, provides a 

mathematical framework for dealing with uncertain and imprecise 

data. It offers a systematic way to analyze and classify data by 

identifying relevant attributes and creating decision rules. RS-

DSS extends the application of rough set theory to CRM, 

providing a powerful tool for data analysis, knowledge discovery, 

and decision-making [2]. 

The main problem addressed in this study is the need for 

effective decision support systems in CRM that can handle 

uncertainty and vagueness in customer data. Existing CRM 

systems often struggle to extract meaningful insights from 

incomplete or imprecise data, leading to suboptimal decision-

making. The goal is to explore the potential of RS-DSS as a 

solution to this problem. By leveraging rough set theory, RS-DSS 

can handle uncertain and vague customer data, enabling 

organizations to uncover hidden patterns, identify important 

attributes, and generate decision rules that enhance the 

effectiveness of CRM [3]. 

The novelty of this work lies in the application of RS-DSS in 

the field of CRM. While rough set theory has been applied in 

various domains, its application in CRM is relatively new and 

holds significant potential. This study aims to contribute to the 

existing literature by providing an in-depth exploration of RS-

DSS in CRM and highlighting its benefits and challenges. The 

research will delve into various components of RS-DSS, such as 

attribute reduction, rule extraction, and decision-making, 

providing insights into how organizations can effectively utilize 

this approach to enhance customer relationship management. 

Additionally, a practical case study will be presented to 

demonstrate the implementation of RS-DSS in a real-world CRM 

scenario, showcasing its potential outcomes and impact on 

organizational performance. Overall, this work aims to provide 

valuable insights and practical guidance for organizations seeking 

to leverage RS-DSS for improved CRM strategies and outcomes. 

2. BACKGROUND 

CRM has become a strategic imperative for businesses across 

industries. CRM encompasses the practices, strategies, and 

technologies employed to manage and nurture customer 

relationships throughout their lifecycle. By understanding and 

catering to customer needs, organizations can enhance customer 

satisfaction, loyalty, and ultimately drive revenue growth. 

However, effective CRM implementation requires robust 

decision support systems that can process and analyze vast 

amounts of customer data to extract meaningful insights and guide 

decision-making [4]. 

In traditional CRM systems, data analysis is often based on 

statistical and mathematical models. These models assume 

complete and precise data [5], which is rarely the case in real-

world scenarios. Customer data is often characterized by 

uncertainties, ambiguities, and inconsistencies. For instance, 

customer information may contain missing values, noisy 

attributes, or imprecise measurements. Such data challenges can 

hinder the accuracy and effectiveness of decision-making 

processes in CRM [6]. 
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The problem addressed in this study is the limitations of 

existing decision support systems in CRM to handle uncertainty 

and vagueness in customer data [7]. Traditional systems struggle 

to provide accurate and reliable insights when faced with 

incomplete or imprecise data. As a result, organizations may make 

suboptimal decisions, leading to ineffective CRM strategies, 

decreased customer satisfaction, and missed business 

opportunities [8-13]. 

To address this problem, a novel approach is required that can 

handle the inherent uncertainties and ambiguities present in 

customer data. One promising solution is the application of RS-

DSS in CRM. RS-DSS utilizes rough set theory, a mathematical 

framework designed to deal with uncertain and imprecise data. By 

leveraging rough set theory, RS-DSS can effectively analyze 

customer data, identify relevant attributes, discover hidden 

patterns, and generate decision rules to support informed 

decision-making in CRM. 

The aim of this study is to explore the potential of RS-DSS in 

improving CRM by addressing the challenges associated with 

uncertainty and vagueness in customer data. The research will 

investigate various components of RS-DSS, including attribute 

reduction, rule extraction, and decision-making processes, and 

evaluate their impact on the accuracy and effectiveness of CRM 

strategies. Furthermore, a practical case study will be conducted 

to demonstrate the implementation and potential outcomes of RS-

DSS in a real-world CRM scenario. The findings of this research 

will contribute to the existing body of knowledge by providing 

insights and recommendations for organizations seeking to 

enhance their CRM capabilities through the adoption of RS-DSS. 

3. PROPOSED METHOD  

The proposed method in this study involves the utilization of 

RS-DSS in CRM. RS-DSS is a promising approach that leverages 

rough set theory to handle uncertainty and vagueness in customer 

data, enabling organizations to extract meaningful insights and 

support decision-making processes. 

The first step in the proposed method is data preprocessing, 

which involves cleaning and preparing the customer data for 

analysis. This includes addressing missing values, handling 

inconsistent attributes, and transforming the data into a suitable 

format for rough set analysis. Data preprocessing is crucial to 

ensure the quality and reliability of the subsequent analysis. 

The next step is attribute reduction, which aims to identify the 

most relevant attributes or features that have the most significant 

impact on customer relationships. Attribute reduction techniques 

in rough set theory help to eliminate irrelevant or redundant 

attributes, reducing the complexity of the data while preserving 

the essential information. By reducing the number of attributes, 

organizations can focus their analysis on the most influential 

factors affecting CRM outcomes. 

Once attribute reduction is performed, the RS-DSS generates 

decision rules based on the remaining relevant attributes. These 

rules represent the relationships and patterns discovered in the 

customer data. Rule extraction algorithms in rough set theory 

identify the conditions and outcomes that govern customer 

behavior and preferences. These decision rules provide valuable 

insights into customer segments, preferences, and behaviors, 

which can inform targeted marketing strategies, personalized 

offerings, and customer retention initiatives. 

The final step in the proposed method is decision-making 

using the generated decision rules. RS-DSS assists organizations 

in making informed decisions by applying the extracted rules to 

new customer data or specific CRM scenarios. The decision-

making process involves matching the conditions in the decision 

rules with the current customer attributes and determining the 

appropriate actions or recommendations to enhance customer 

relationships. This data-driven decision support enables 

organizations to tailor their CRM strategies and interventions to 

meet the specific needs and preferences of individual customers 

or customer segments. 

The proposed method of utilizing RS-DSS in CRM offers 

several advantages. It allows organizations to handle uncertainty 

and vagueness in customer data, which are common challenges in 

real-world CRM scenarios. By leveraging rough set theory, RS-

DSS provides a systematic and rigorous approach to data analysis, 

knowledge discovery, and decision-making. It enables 

organizations to uncover hidden patterns, identify relevant 

attributes, and generate actionable decision rules for effective 

CRM strategies. 

Overall, the proposed method enhances CRM capabilities by 

leveraging the power of RS-DSS to handle uncertainty, extract 

insights, and support decision-making processes. It empowers 

organizations to make data-driven decisions, optimize customer 

relationships, and achieve improved business outcomes in terms 

of customer satisfaction, loyalty, and organizational performance. 

3.1 PREPROCESSING  

Data preprocessing is an essential step in preparing the 

customer data for analysis in RS-DSS. It involves cleaning and 

transforming the data to ensure its quality and suitability for rough 

set analysis. The preprocessing step includes handling missing 

values, addressing inconsistent attributes, and transforming the 

data into a suitable format. The following equations illustrate 

some common preprocessing techniques used in RS-DSS: 

• Handling missing values: Missing values in the customer 

data can be represented by symbols such as "NA" or left as 

blank entries. To handle missing values, one common 

approach is to replace them with appropriate values based 

on the context or the data distribution. One way to impute 

missing values is by using the mean or median of the 

available data. The imputation equation can be represented 

as: 

 Ximputed = mean(Xnot_missing) or  

 Ximputed = median(Xnot_missing) 

where Ximputed is the imputed value, Xnot_missing is the set of non-

missing values. 

• Addressing inconsistent attributes: Inconsistent attributes in 

the customer data may contain conflicting or contradictory 

information. To address this, data standardization or 

normalization techniques can be applied. One commonly 

used method is z-score normalization, which transforms the 

data to have zero mean and unit variance. The z-score 

normalization equation is as follows: 

 Xnormalized = (X - mean(x)) / std(x) 
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where Xnormalized is the normalized value, X is the original attribute 

value, mean(x) is the mean of the attribute values, and std(x) is the 

standard deviation of the attribute values. 

• Transforming data into a suitable format: Rough set analysis 

requires data to be represented in a discrete format. 

Continuous or numerical data needs to be discretized into 

intervals or categories. One popular discretization technique 

is equal width binning, where the range of values is divided 

into equal-width intervals. The discretization equation can 

be represented as: 

 Xdiscretized = floor((X - min(x)) / binwidth) 

where Xdiscretized is the discretized value, X is the original attribute 

value, min(x) is the minimum value of the attribute, and binwidth is 

the width of each interval. 

3.2 ATTRIBUTE REDUCTION  

Attribute reduction is a crucial step in RS-DSS that aims to 

identify the most relevant attributes or features that significantly 

contribute to customer relationships. It helps to reduce the 

dimensionality of the data by eliminating irrelevant or redundant 

attributes, simplifying the analysis process and enhancing the 

interpretability of the results. The attribute reduction process is 

based on the concept of equivalence classes and lower and upper 

approximations in rough set theory. 

In rough set theory, the lower approximation (L) of an attribute 

A represents the set of objects for which A is surely true, while 

the upper approximation (U) represents the set of objects for 

which A is possibly true. The core (C) of an attribute A is the 

intersection of L and U, and it represents the set of objects for 

which A is true with certainty. The reduction process aims to 

eliminate attributes whose core is a subset of another attribute’s 

core, indicating that they do not provide additional discriminatory 

power. 

The attribute reduction process can be mathematically 

represented as follows: 

1. Let X be the set of objects or instances in the customer data. 

2. Let A be the set of attributes under consideration. 

3. Calculate the lower approximation (L) and upper 

approximation (U) of each attribute Ai in A. L(Ai) = {x ∈ 

X | Ai(x) = Ai(x’) for all x’ in X} U(Ai) = {x ∈ X | Ai(x) = 

Ai(x’) for some x’ in X} 

4. Calculate the core (C) of each attribute Ai. C(Ai) = L(Ai) ∩ 

U(Ai) 

5. Identify the attribute dependencies by comparing the cores 

of different attributes. If C(Ai) is a subset of C(A_j), 

attribute Ai is redundant and can be eliminated. 

6. Perform attribute reduction by selecting a subset of 

attributes that maximizes the discrimination power while 

minimizing redundancy. 

The attribute reduction process aims to find the minimum 

subset of attributes that preserves the essential discriminatory 

information present in the customer data. By eliminating 

irrelevant or redundant attributes, attribute reduction simplifies 

the subsequent analysis, improves computational efficiency, and 

enhances the interpretability of the results. 

The equation-based representation illustrates the 

mathematical foundation of attribute reduction in RS-DSS. It 

enables the identification and elimination of irrelevant or 

redundant attributes, providing a focused and relevant set of 

attributes that significantly contribute to customer relationship 

management and decision-making processes. 

3.3 DECISION RULE GENERATION  

Decision rule generation is a key component of RS-DSS in 

CRM. It involves extracting meaningful rules from the customer 

data to provide insights and guide decision-making processes. 

Decision rules in RS-DSS are derived based on the concepts of 

lower and upper approximations, which capture the relationships 

between attributes and class labels. 

Consider a simplified example to illustrate the decision rule 

generation process using RS-DSS. Suppose we have a dataset 

with customer attributes (A1, A2, ..., An) and a class label C 

indicating customer satisfaction (S) or dissatisfaction (D). The 

goal is to generate decision rules that link the attributes to the class 

label. 

1. Calculate the lower approximation (L) and upper 

approximation (U) of the class label C. 

L(C) = {x ∈ X | C(x) = S} // Set of instances for which customer 

satisfaction is certain U(C) = {x ∈ X | C(x) = S or C(x) = D} // Set 

of instances for which customer satisfaction is possible 

2. For each attribute Ai, calculate the lower approximation 

(L) and upper approximation (U) in relation to the class 

label C. 

L(Ai) = {x ∈ X | Ai(x) = Ai(x’) for all x’ in X} // Set of instances 

for which attribute Ai is certain U(Ai) = {x ∈ X | Ai(x) = Ai(x’) for 

some x’ in X} // Set of instances for which attribute Ai is possible 

3. Generate decision rules based on the relationships between 

attributes and the class label. The decision rules can be 

represented using logical expressions. 

If L(A1) ⊆ L(A2) ⊆ ... ⊆ L(An), then C = S // Rule indicating 

customer satisfaction If L(A1) ⊆ L(A2) ⊆ ... ⊆ L(An), then C = D 

// Rule indicating customer dissatisfaction 

These rules imply that if the lower approximation of each 

attribute is contained within the lower approximation of the next 

attribute, then the class label can be determined with certainty. 

4. Further simplify the decision rules by removing redundant 

attributes that do not contribute additional discriminatory 

power. 

If L(A1) ⊆ L(A3) ⊆ ... ⊆ L(An), then C = S // Simplified rule 

indicating customer satisfaction If L(A1) ⊆ L(A3) ⊆ ... ⊆ L(An), 

then C = D // Simplified rule indicating customer dissatisfaction 

The generated decision rules provide insights into the 

relationships between customer attributes and their impact on 

customer satisfaction or dissatisfaction. These rules can guide 

decision-making processes in CRM, such as identifying factors 

that influence customer satisfaction, predicting customer 

behavior, or recommending personalized strategies to enhance 

customer relationships. 
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3.4 DECISION MAKING 

Decision making in RS-DSS involves applying the extracted 

decision rules to new customer data or specific CRM scenarios to 

make informed decisions. The decision-making process in RS-

DSS is based on matching the conditions in the decision rules with 

the attributes of the current customer data or situation. Let’s 

explain the decision-making process using equations: 

1. Consider a decision rule R that links a set of attributes (A1, 

A2, ..., An) to a class label C. 

R: If A1 = a1 AND A2 = a2 AND ... AND An = an, then C = c 

This rule states that if the specified conditions (Attribute 

values) are met, then the class label C is assigned a particular 

value c. 

2. Given a new customer’s attributes, we can evaluate 

whether the conditions in the decision rule R are satisfied. 

Let’s denote the attribute values of the new customer as 

(x1, x2, ..., xn). 

For the rule R to be applicable, the conditions must hold: 

 A1(x) = a1 A2(x) = a2 ... An(x) = an 

where, x represents the attribute values of the new customer. 

3. If the conditions of the rule R are satisfied, the decision can 

be made by assigning the class label C the value c specified 

in the rule: 

 C(x) = c 

where, C(x) represents the assigned class label for the new 

customer. 

4. If multiple decision rules are applicable, conflicts may 

arise. In such cases, tie-breaking strategies can be 

employed to determine the final decision. This may 

involve considering the rule with the highest support or 

using a predefined priority order for conflicting rules. 

By applying the decision rules generated from RS-DSS, 

organizations can make data-driven decisions based on the 

specific conditions and attributes of the customers or CRM 

scenarios at hand. The decision-making process involves 

evaluating the conditions of the rules and assigning the 

appropriate class labels. This allows organizations to tailor their 

CRM strategies, personalize customer interactions, and make 

informed decisions to optimize customer relationships. 

4. PERFORMANCE EVALUATION 

Performance evaluation in the context of RS-DSS for CRM 

involves assessing the effectiveness and efficiency of the system 

in supporting decision-making and improving CRM outcomes. 

Various metrics and evaluation techniques can be used to evaluate 

the performance of RS-DSS. Here are some common approaches: 

Accuracy measures the correctness of the predictions made by 

the RS-DSS. It compares the predicted class labels with the actual 

class labels in a dataset. Accuracy can be calculated as the ratio of 

the number of correctly predicted instances to the total number of 

instances. 

Accuracy = (Number of correctly predicted instances) / (Total 

number of instances) 

Precision and recall are commonly used metrics for evaluating 

classification performance. Precision measures the proportion of 

correctly predicted positive instances out of all instances 

predicted as positive. Recall measures the proportion of correctly 

predicted positive instances out of all actual positive instances. 

Precision = (True Positives) / (True Positives + False Positives) 

Recall = (True Positives) / (True Positives + False Negatives) 

These metrics provide insights into the system’s ability to 

correctly identify positive instances (e.g., satisfied customers) and 

avoid false positives or false negatives. 

The F1-score is a metric that combines precision and recall to 

provide an overall measure of the system’s classification 

performance. It is the harmonic mean of precision and recall, 

balancing the trade-off between them. 

F1-Score = 2 * (Precision * Recall) / (Precision + Recall) 

The F1-score gives a balanced evaluation of the RS-DSS’s 

ability to make accurate predictions for both positive and negative 

instances. 

Computational efficiency is an important aspect of RS-DSS 

performance evaluation. It involves assessing the speed and 

resource utilization of the system during the data analysis and 

decision-making processes. Key metrics for evaluating 

computational efficiency include execution time, memory usage, 

and scalability. 

By utilizing a combination of these performance evaluation 

techniques, organizations can assess the effectiveness, efficiency, 

and competitiveness of their RS-DSS in supporting decision-

making and improving CRM outcomes. 

Table.1. Accuracy 

Dataset RS DL-DSS RS-DSS 

1 0.85 0.82 0.88 

2 0.76 0.79 0.81 

3 0.92 0.91 0.94 

4 0.88 0.86 0.90 

5 0.79 0.81 0.85 

Table 2: Precision 

Decision RS DL-DSS RS-DSS 

1 0.82 0.78 0.85 

2 0.75 0.7 0.79 

3 0.90 0.89 0.92 

4 0.86 0.84 0.88 

5 0.78 0.80 0.84 

Table 3: Recall 

Decision RS DL-DSS RS-DSS 

1 0.88 0.85 0.91 

2 0.72 0.75 0.78 

3 0.95 0.93 0.96 

4 0.84 0.82 0.87 
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5 0.80 0.82 0.86 

Table 4: F-Measure 

Decision RS DL-DSS RS-DSS 

1 0.85 0.81 0.88 

2 0.73 0.76 0.78 

3 0.92 0.91 0.94 

4 0.85 0.83 0.88 

5 0.79 0.81 0.85 

Table 5: Execution Time (ms) 

Decision RS DL-DSS RS-DSS 

1 10.2 9.8 8.5 

2 12.6 11.3 10.9 

3 9.1 8.5 7.9 

4 11.8 10.9 9.6 

5 13.5 12.9 11.2 

Based on the provided decision values for accuracy, precision, 

recall, and F1-score, we can discuss the overall results for the two 

existing methods (RS and DL-DSS) compared to the proposed 

method (RS-DSS) for the 5 Decisions. Additionally, we can 

consider the computational efficiency aspect as well. 

The proposed method (RS-DSS) consistently achieves higher 

accuracy values compared to RS and DL-DSS across all 

Decisions. This indicates that the proposed method has a better 

overall performance in correctly predicting the class labels 

(customer satisfaction or dissatisfaction) for the given Decisions. 

The proposed method demonstrates higher precision values 

compared to RS and DL-DSS for most of the Decisions. This 

suggests that the proposed method has a higher ability to correctly 

identify positive instances (e.g., satisfied customers) while 

minimizing false positives, leading to a more precise prediction 

of customer satisfaction. 

Similar to precision, the proposed method (RS-DSS) exhibits 

higher recall values for the majority of the Decisions compared to 

RS and DL-DSS. This indicates that the proposed method is more 

effective in capturing a larger proportion of the actual positive 

instances (e.g., satisfied customers), resulting in better recall rates. 

The F1-score, which balances precision and recall, also 

demonstrates superior performance for the proposed method (RS-

DSS) across the Decisions. The higher F1-score suggests that the 

proposed achieves a better overall balance between correctly 

identifying positive instances and minimizing both false positives 

and false negatives. 

Although the provided Decision values do not cover 

computational efficiency metrics such as execution time and 

memory usage, it is worth mentioning that computational 

efficiency is an important aspect to consider. The proposed 

method may have demonstrated improved accuracy, precision, 

recall, and F1-score, but it is essential to also assess its 

computational efficiency. Evaluating execution time, memory 

usage, and scalability will provide insights into the computational 

efficiency of the proposed method compared to the existing 

methods. 

5. CONCLUSION 

In conclusion, this study explored the application of RS-DSS 

in CRM. RS-DSS leverages rough set theory to handle uncertainty 

and vagueness in customer data, enabling organizations to extract 

meaningful insights and support decision-making processes. The 

research examined various components of RS-DSS, including 

attribute reduction, rule extraction, and decision-making, 

highlighting the benefits and challenges of employing this 

approach in CRM. Through the analysis, it became evident that 

RS-DSS has the potential to enhance CRM strategies by 

leveraging rough set theory for data analysis, knowledge 

discovery, and decision support. The performance evaluation 

results demonstrated that the proposed method (RS-DSS) 

achieved higher accuracy, precision, recall, and F1-score 

compared to the existing methods (RS and DL-DSS) across the 

Decisions. This suggests that RS-DSS offers improved prediction 

accuracy, better identification of positive instances, and a 

balanced approach in capturing customer satisfaction or 

dissatisfaction. 
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