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Abstract 

In recent years, Deep Learning (DL) is proving very successful set of 

tools for several image analysis, segmentation, and classification tasks. 

In this paper an automated Deep Learning Architecture (DLA) called 

the Deep Belief Neural Networks (DBN) stacked by Restricted 

Boltzmann Machines (RBMs), is designed, implemented, and 

experimentally evaluated for extracting semantic maps of roads in 

Remote Sensing (RS) images. Representative features are extracted by 

unsupervised pre-training of DBN and supervised fine-tuning phase. A 

Logistic Regression (LR) is added to the end of feature learning system 

to constitute a DBN-LR architecture. This LR classifier is employed to 

fine-tune the whole pre-trained network in a supervised way and 

classifies the patches from RS images. The features extracted from the 

image patches are fed to the architecture as input and it produces the 

class labels as a probability matrix as either a positive sample (road) or 

a negative sample (non-road). A math morphology algorithm is used to 

improve DBN performance during post processing. Experiments are 

conducted on a dataset of 970 RS scene images of urban and suburban 

areas to demonstrate the performance of the proposed network 

architecture. The proposed deep model resulted in an Overall Accuracy 

(OA) of 96.57% and F1-score of 0.9552.  The results of the proposed 

architectures are compared with those of other network architectures. 

Experimental results demonstrate the effective performance of the 

proposed method for extracting roads from a complex scene. 

 

Keywords:  

Remote Sensing Imagery, Road Networks Extraction, Deep Learning, 

Deep Belief Network, Restricted Boltzmann Machine 

1. INTRODUCTION 

With the development of high-resolution and high-speed 

imaging sensors, RS imagery is becoming increasingly available 

nowadays [1]. Extraction of roads from RS images plays 

important roles for supporting several government activities and 

various Geographical Information System (GIS) applications 

such as map generation and update, urban planning, traffic 

management, automated vehicle navigation and guidance, 

emergency response, disaster management etc., [2]-[3]. In recent 

years, road extraction has also been extensively studied for terrain 

classification and ground vehicle navigation [4]. A stark increase 

in the amount of RS imagery available in recent years has made 

the relevant information extraction and interpretation of this high 

volume of data a challenging problem at scale. The traditional 

process of manually updating a road database is very tedious and 

time-consuming [2]. For this reason, automatic extraction of roads 

in high resolution remote sensing imagery has attracted a lot of 

attention in the photogrammetry and remote sensing community 

[1, 2].  

Based on recent advances, DL is proving to be a very 

successful set of tools for several image analysis, segmentation, 

and classification tasks [5, 51]. In the wake of this success and 

increased availability of data and computational resources, the use 

of deep learning is finally taking off in remote sensing as well [6, 

51]. DL methods have been used for road extraction tasks as well 

due to its superiority in modelling non-linear relationships among 

variables [52]. Recently, DBNs has gained lot of interest because 

of its efficient layer wise learning strategy. The DBN is 

constructed using a stack of probabilistic model called a RBM, 

which is used to extract layer of features at a time [7].  

The main goal of this paper is to design, implement and 

experimentally evaluate an automated Deep Learning 

Architecture (DLA), the DBN stacked by RBMs, for extracting 

semantic maps of roads in RS images. First, the original images 

are pre-processed to cope with input images of varying quality, 

resolution, and channels. The input features of M*N dimension 

are used as input in training the DBN model. A two-phase training 

has been done sequentially by: 1) pre-training of stacked RBM 

module in a layer-wise manner using unsupervised CD learning 

algorithm with 1 step of Gibbs sampling (CD-1) 2) fine-tuning, 

supervised learning with a classifier. The pre-trained RBMs are 

stacked up with a extra output layer LR classifier [9]. Finally, the 

whole DBN is fine-tuned in a supervised way with back-

propagation algorithm. The specific structure of each layer is 

determined through experiments. All the pre-processed samples 

were treated as the input of the model, and the output of the trained 

model was the two-category classification maps which 

discriminate between “road” and “non-road” regions. The main 

advantage of training the model using DBN because of its 

unsupervised feature learning in pre-training which makes it 

prominent from other methods. Moreover, the proposed method 

is not more time consuming and outputs high accuracy. The 

contributions of the paper are summarized below. 

• The major contribution of this work is the road extraction 

model based on the construction of deep network 

architecture DBN and the introduction of the RBM as the 

feature extractor.  

• At the same time, this work designed the logistic unit in the 

expansive part of the model, as feature classifier. 

• Compare different neural network structures specified in 

existing literature.  

• Provide a feasibility study for application of deep learning 

method in the field of RS image analysis. 

The paper is organized as follows. Section 1 covers the 

introduction. Section 2 briefly reviews the related works. Section 

3 provides an overview of our approach with the DBN 

architecture stacked by RBM for roads extraction from RS 

imagery; experiments and discussions are reported in Section 4. 

Finally, conclusion and future direction is covered in Section 5. 
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2. RELATED WORK 

Many different techniques have been proposed to deal with the 

road network extraction from RS imagery. Some comprehensive 

reviews on road objects extraction from RS imagery can be found 

in [10, 11]. Most of the road extraction techniques found in the 

literature can be clustered in two groups: classical methods and 

DL methods [3, 46]. DL uses much high-level and multi-scale 

information where classical methods use low-level features for 

road extraction [3, 6]. Road extraction from RS imagery is a 

classification problem including supervised and unsupervised 

classification methods [10]. Supervised classification methods 

include Artificial Neural Networks (ANN), and support vector 

machine (SVM), MRF, Maximum Likelihood (ML), and 

Decision Tree [11]. Unsupervised methods usually extract roads 

using clustering algorithms which do not need any training data. 

The most common unsupervised techniques used for road 

extraction from remote sensing images are k-means, spectral 

clustering, mean shift [12], line segment match method and graph 

theory [13, 14]. Some other classical methods include knowledge-

based methods, mathematical Morphology and Active Contour 

model [10]. Road extraction on knowledge-based methods mainly 

depends on their own characteristics, such as spectrum and 

context features, and other knowledge related to their theory [15, 

16]. Mathematical morphology has been used for road detection 

from RS images in [17]. Various active contour-based approaches 

have been proposed for road extraction from RS images and they 

are represented by snake and Level Set [2]. Some other classical 

methods for road extraction used methods such as perceptual 

grouping [49], and dynamic programming [54], Model based 

approach [18], Region Competition algorithm [19], Particle 

Filtering [20], Differential Geometry [21], object-based 

techniques [22], particle swarm optimization and fuzzy logic and 

fuzzy-object based ant colony optimization [23], texture analysis 

and beamlet transform [24], Tensor Voting and Geodesic method 

[25, 26] etc.  

Recently, the uses of DL methods are taking off to extract 

roads from RS data [27, 28, 32, 51]. The Convolutional Neural 

Network (CNN) [29, 30] and the Fully Convolutional Neural 

(FCN) [31, 40] network are widely used for these purposes. Li et 

al. [32] used the CNN to identify whether a pixel belongs to a 

road, then the centerline of the road is extracted through some 

refinement process. Han et al. [55] proposed a method for Target 

Recognition Based on Deep Convolution Neural Network on 

Remote Sensing Image. D. Zhang et al. [56] used CNN for 

hyperspectral image classification using spatial and edge features. 

In another work, Saito et al. [30] used the CNN to extract roads 

and buildings simultaneously from RS images. Ruyi Liu et al. [33] 

proposed an automatic method to extract robust features based on 

CNN. Then Gabor filters and multiple directional non-maximum 

suppression are integrated to obtain accurate road network. Zhao 

et al. [34] developed an object-based deep learning technique for 

road extraction from RS images. The DBN model has been used 

to detect roads in airborne remote sensing images by Mnih and 

Hinton [35]. Sarhan et al. [36] proposed a framework called the 

CNN-Cellular Neural Network to extract roads from images using 

spectral and geometric characteristics of roads. LVQ ANN was 

used to extract roads from satellite images by Wijesingha [37]. 

Alshehhi, R. et al. [29] developed a single patch-based CNN 

architecture for roads and buildings extraction from RS data. In 

addition, CNN features and low-level features of roads and 

buildings are fused to improve the performance. In [27], authors 

proposed a neural-dynamic tracking framework to extract road 

networks based on deep Convolutional neural networks (DNN) 

and a finite state machine (FSM). Richer Convolutional Features 

(RCF) network are also presented in [11, 38]. 

Although the CNN has achieved certain results in road 

extraction, the local processing strategy still yields many errors in 

the extraction results. Compared with CNN, the features extracted 

from FCN network are high-level features that contain more 

abstract semantic information [6, 39]. Zhong et al. [40] proposed 

a technique using the FCN for road and buildings extraction from 

the RS data. Cheng et al. [41] proposed a cascaded end-to-end 

CNN (Cas-Net) for road network detection and centerline 

extraction. Fu et al. [31] developed a framework using the FCN 

and adopted Conditional Random Fields (CRFs) to refine output 

results. Panboonyuen et al. [6] proposed a method to extract high-

level information of roads more accurately using Exponential 

Linear Unit (ELU), a deep convolutional encoder-decoder 

network (DCED), Landscape Metrics (LMs) and CRFs. Ramesh 

et al. [42] developed a U-shaped FCN (UFCN) to extract road by 

a stack of convolutions followed by deconvolutions with skip 

connections. Zhang et al. [28] proposed a method that combines 

the deep residual networks (ResNet) and U-Net for road area 

extraction. In [50], Bastani et al. developed a CNN- based 

iterative graph construction method called Roadtracer, which 

could directly identify road networks from aerial images. 

Though many DL techniques have been developed for image 

segmentation and road extraction, they still suffer from one 

disadvantage. Existing methods have not fully exploited the 

spatial contexts of road images and may fail to extract in depth 

features.   They are also harder to train, learning can be very slow 

with multiple hidden layers and overfitting can also be a serious 

problem for both generative models and discriminative models 

[7].    

In this paper, we aim to tackle the problems by designing a 

DBN stacked by RBM which can be used to extract the in-depth 

features by efficient layer-by-layer learning strategy of the 

original image for road network extraction. Successful spatio-

temporal mapping features can be extracted by using the proposed 

DBN architecture, to improve the accuracy of the classification. 

The proposed learning method for DBNs solves the inference 

problem and significantly decreases both the time taken for 

training and the overfitting. 

3. PROPOSED ALGORITHM 

A deep learning model is proposed to extract road network 

from remote sensing imagery. The data flow diagram of the 

proposed scheme is shown in Fig.1. 
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Fig.1. Proposed Scheme for Road Extraction 

3.1 PRE-PROCESSING STEP 

       A pre-processing pipeline is adopted to cope with input 

images of varying quality, resolution, and channels to remove a 

large amount of noises and undesirable objects.  

   

  (a)                      (b)                      (c)                     (d) 

Fig.2. (a) Input Image of suburban area (b) Result of bilateral 

Filtering (c) Input Image of Urban Area (d) Result of bilateral 

Filtering 

The input images are filtered with the nonlinear bilateral filter 

[4] to minimize false alarms. Bilateral filter performs nonlinear 

smoothing on images by keeping the edge information. Fig.2(b) 

and 2(d) show the pre-processing result after bilateral filtering on 

the image shown in Fig.2(a) and 2(c). 

3.2 DEEP BELIEF NEURAL NETWORK MODEL 

DBN is composed by stacked of RBMs one by one each of 

which has its own visible layer and output layer [44]. The input 

image is applied as input to the DBN. The proposed DBN is used 

to extract the in-depth features by efficient layer-by-layer learning 

strategy of the original image for road network extraction. An 

overview of the network is shown in Fig.3.  

3.2.1 Overview of Restricted Boltzmann Machine: 

The topology of RBM is a two-layer stochastic graph which 

consists of one visible and one hidden layer [7] [8]. The input is 

fed to the visible layer represented by v, and the hidden layer 

represented by h is used to reconstruct the input as close to as 

possible. The visible layer is connected to the hidden layer, while 

there is no connection between the neurons within the same layer. 

An illustration of an individual RBM is given in Fig.3.  
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Given a training set S={v1,v2,v3…..,vN} that contains N 

samples, where 1 2 3, , ,..., , 1,2,...,r r r r r

nv v v v v r N = =  is rth training 

sample. Then, RBM can be considered as an energy model [7]. 

Given a set of network states (v, h), the energy of certain joint 

configuration of the two layers is given by 

 ( )
1 1 1 1

v,h
n m n m

i i j j j j ij

i j j j

E a v b h v h w
= = = =

= − − −    (1)   

where θ denotes the parameters (i.e., W,a,b); a=[a1,a2,…..an] is 

the bias of visible layer,   b=[b1,b2,…..bm] is the hidden layer bias, 

and ijW w =   denotes the weights between visible unit i and 

hidden unit j respectively. 

 

Fig.3. Structure of Restricted Boltzmann Machine (RBM) 

Then, the joint probability distribution of a set of visible and 

hidden states can be obtained by: 

 ( ) ( ),1
,

E v h
p v h e

Z






−
=  (2) 

where Zθ is the partition function which is given by: 

 Zθ=
( ),

,

E v h

v h

e −

  

Accordingly, the probability of the visible vector being 

assigned as v can be obtained by summing over all possible 

hidden vectors as follows: 

 ( ) ( ),1 E v h

h

p v e
Z





−
=   (3) 

Eq.(1)- Eq.(3) form a statistical mechanics model and can be 

used in the training of RBM.  

RBM learning algorithms are based on gradient ascent on the 

log-likelihood. The log-likelihood of the model (3) for all training 

vector v is: 

 

( ) ( )

( ) ( )

v,h

,v

v,h v,h

h v,h

1
ln ln v ln

ln ln

E

hv

E E

L p e
Z

e e



 





−

− −

= =

= −



 
 (4) 

The goal is to find a set of parameters which can make 

( )ln v
v

p  to its maximum. The parameters of RBM network are 

adjusted according to the principle of maximum likelihood. 

Maximizing the likelihood is the same as maximizing the log-

likelihood function for all vectors v which is given by:  

 ( ) ( ),

1

ln ln v ln v
N

r r

S

rv

L p p
=

= =  (5)  

The purpose of training RBM is to get the optimal value of 

parameter θ, that is: 

 ( )*

,arg max ln SL


 =  (6) 

where θ* is the optimal value that makes the free energy of RBM 

system be minimum. Here the gradient decent method is used to 

find the maximum value of gradient ,ln SL with respect to the 

parameter θ, we have 

 
( ),

1

ln lnN
S

r

L p v

 =

 
=

 
  (7) 

From Eq. (7), w.r.t. the parameters (W, a, b) we get 

 ( ) ( ) ( ),

1,

ln
1 1

N
S r r

j i j i

r vi j

L
p h v v p v p h v v

w



=

  
= = − =   
   (8) 
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1

ln N
S r

i i

r vi

L
v p v v

a



=

  
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   (9) 

 ( ) ( ) ( ),

1

ln
1 1

N
v r

j j

r vj

L
p h v p v p h v

b



=

  
= = − =   
   (10) 

where i = 1,2,3...n (No. of visible neuron), j =,2,3...m (No. of 

hidden neutrons) 

Considering that there are no direct connections between the 

hidden units, the conditional probability of the binary state of unit 

hj being set to 1 given visible vector v can be calculated as 

 ( ) ,

1

1
n

j j i j i

i

p h v sigmoid b w v
=

 
= = + 

 
  (11) 

Also given a hidden vector h, the probability of the visible unit 

being 1 could be obtained as: 

 ( ) ,

1

1
m

j i i j j

i

p h h sigmoid a w h
=

 
= = + 

 
  (12) 

Due to the high computational complexity of ∑v, i.e., O(2n+2m) 

updating the parameters based on these gradient formulas is not 

feasible. An efficient approximation method CD algorithm 

proposed by Hinton [7] has been adopted here. The gradients of 

the log-likelihood w. r. t parameters θ {W, a, b) for the training 

pattern v is then approximated by CD algorithm as follows: 

( )( )
( ) ( )( ) ( ),0,0 , ,,

1,

ln
1 1

r
N

r r k r kS

j i j i

ri j

L
p h v v p h v v

w



=


  = − =
  

  (13) 
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=
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 ( )( ) ( )( ),,0,

1
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1 1

N
r krv

j j
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L
p h v p h v

b



=

  = = − =
  

  (15) 

where K is the number of sampling times in CD algorithm equal 

to 1 or 0 represents the starting point of sampling.  Now, the   

parameters  𝜃 with (W, a, b) are updated using Eq.(13) to Eq.(15) 

as outlined in algorithm 1. An individual RBM can be trained 

efficiently using the learning rules in Eq.(13)-Eq.(15). The 

an 
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procedures described above is the pre-training stage of the DBN 

and is performed unsupervised manner. 

Algorithm 1: Parameter Updating Algorithm 

Input: RBM; Training Set S 

No. of Hidden Neurons m; 

No. of Iteration: t; 

Output: Gradient approximation Δwij, Δai, Δbj for i=1,2,….n and 

j=1,2,…..m 

Estimated parameters (W, a, b) 

1. Initialization of Weight Matrix W, the visible layer bias 

a and the hidden layer bias b based on S and n 

2.      do 

3.      v(0)←v 

4.      for t=1 to k-1 do 

5.          for i = 1,2,3…n do sample 
( ) ( )( )t t

j jh p h v             

for j = 1,2,3……m do sample 
( ) ( )( )1t t

i iv p v h
+

  

6.      for i=1,2,3,...n; j=1,2,3,4.....m do 

7.            

( )( ) ( )

( )( ) ( )

0,0 0,0

0, 0,

1 ,

1 ,

ij ij j i

k k

j i

w w p h v v

p h v v

   + = −

=

 

8.            
( ) ( )0,0 0,k

i i i ia a v v  + −  

9.    
( )( ) ( )( )0,0 0,

1 1
k

j j j jb b p h v p h v  + = − =  

10.    end 

11.     Return (updated value) 

Training of the DBN Model 

DBN is one of the representative deep learning methods that 

composed by stacked of RBMs one by one each of which has its 

own visible layer and output layer [44]. As illustrated in Fig.4, the 

input is fed to the lower RBM. The hidden layer output of each 

layer is used as input to the visible layer of the subsequent RBM 

stage [8]. The joint probability distribution between the input data 

v and the layer hidden layer hk in the visible layer is shown in 

Eq.(16). 

 ( ) ( ) ( )
2

1 2 3 1 1 1

0

, , , ,..., ,
l

l k k l l

k

p v h h h h p h h p h h
−

+ −

=

 
=  
 
  (16) 

where ( )1,l lp h h−
is the joint probability distribution between the 

visible and hidden layers of the topmost RBM.  

Since each layer of DBN is made as RBM, training each layer 

of DBN is the same as training a RBM. A two-phase training have 

been done sequentially by: 1) pre-training each unidirectional 

RBM module separately in an unsupervised manner using CD-1 

[7]. 2) fine-tuning, supervised learning with a classifier. The pre-

trained RBMs are then stacked up with a SR [9] classifier to form 

a four-layer deep neural network. The last hidden layer is the input 

to the SR classifier [9], i.e., the output layer. Finally, the whole 

DBN is fine-tuned in supervised manner with standard back 

propagation algorithm. The fine-tuning stage includes two phases: 

only the output layer is trained in the first phase; in the second 

phase, all layers are fine tuned. Fine-tuning is conducted in a 

supervised way with labelled data. At first, only the weights of the 

output layer were adjusted; and after few number of epochs, the 

weights of all layers were tuned sequentially. The obtained 

parameters can be directly applied to the incoming new data, 

which enables efficient object extraction. 

Here the proposed DBN is built up with 3 RBMs to extract the 

features from the input images. After tuning, the number of the 

hidden layer nodes are selected to 50, 50 and 200, respectively. 

As the training samples are M×N dimension vectors, the number 

of nodes in the visible layer for the 1st RBM is M×N. The number 

of visible layer nodes for the 2nd and the 3rd RBMs is 50. The 

architecture of DBN is constructed by these three connected 

RBMs with a structure of 50-50-200-2. The two neuron in the 

output layer is used to represents the class of road and non-road 

structures from the input image. The number of pre-training 

epochs per layer is 100 with the learning rate of 0.01; the batch 

size is 128.  

 

Fig.4. Training Process 

Testing Scheme 

Once the network is trained and network parameters are 

learned, image-patch data of a test data can be fed into the model 

to directly predict the road and non-road class. For the testing 

stage, the same pre-processing steps are applied on the testing data 

which were used in training. Images are created in the same 

fashion as in the training and these patches are then passed to the 

trained model. The patches from the RS images used in the 

training stage are not used in testing for the model. For the 

classification purpose LR is considered as a proficient way. As 

our problem is a binary classification problem, Sigmoid function 

is used in the output layer to show the probability map of road or 

non-road objects.  

However, some pixels of the background are segmented as 

road because of high contrast among road, buildings. Moreover, 

some road pixels are missing from foreground. To remove such 

flaws (red circled) from the segmented images, we apply different 

morphological operations [28] as a post-processing step to obtain 

the final segmentation. 

3.3 POST-PROCESSING  

The objective of this refinement process is to eliminate the 

non-road regions or false segments which do not belong to roads. 

To eliminate these false segments, Connected Component 

Analysis (CCA) [45] is used at first to group pixels into different 

components based on pixel connectivity to extract the disjoint 

segments from the output of the previous stage. Components 

whose surface areas are smaller than a predefined threshold will 

be deleted. Region linking algorithm [45] is used to eliminate the 

discontinuities detected between road segments. Initially a 

dilation operation is performed on the CCA images to link the 

edge segments which are very close to each. A structural element 

of disk shape of radius 10 is used for the dilation operation 
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followed by morphological thinning operation. Morphological 

closing is then applied to remove small holes and noise from the 

road surface, while an opening operation is used to eliminate 

small pathways with a structuring element size that is smaller than 

the main roads width but larger than those of the pathways, 

resulting in the extracted road network as shown in Fig.5(c). The 

filtered image is shown in Fig.5(c), it can be clearly seen that all 

the misclassified objects unconnected to the main road network 

were removed.         

 

Fig.5. (a) Input Image (b) Classified Image (c) Final result after 

refinement process  

4. EXPERIMENT AND RESULTS 

The experiments and performance evaluation are carried out 

on RS images having different types of urban and suburban areas 

with various classes such as roads, buildings, trees, vegetation, 

and shadow. The proposed approach is implemented with 

MATLAB and tested on a Core i7 2.67GHz PC with 8GB RAM. 

The learning rate was set to 0.001 during the pre-training stage, 

and 0.5 was the momentum with 100 epochs for RBM training. 

Mini-batch size is set to 128 in the pre-training and fine-tuning 

stages where sigmoid was used as an activation function. 

4.1 DATASET  

To evaluate the proposed approach, the experiment is carried 

out on a dataset of 970 RS imagery of size 512× 512 each among 

which 500 images of urban and 470 images of suburban regions. 

For creating the data set, we use the benchmark dataset created by 

Cheng et al. [41] which consist 240 RS images collected from 

Google Earth. The current work also makes use of a part of 

database used in [4], images from Massachusetts Roads Dataset 

[35].  

Table.1. Number of samples per class for the training, validation, 

and test set 

Land  

Cover 

Data set (970 image patches) 

Training (60%) Testing (20%) Validation (20%) 

Road 302 120 100 

Non-Road  280 74 94 

The dataset used were augmented by introducing random flips 

and rotation. In the present work, only 3-Band RGB image are 

utilized of all the datasets to extract the road networks. Fig.8 

shows few samples from our dataset. For each image in the data 

set, a ground truth (road) map was also obtained using a human 

operator as shown in Fig.7. These labelled datasets are randomly 

divided into 60% for training data sets, 20% for validation data 

sets, and 20% for test data sets as shown in Table.1. 

5. PERFORMANCE EVALUATION  

The quantitative evaluation of the experimental results is 

achieved by comparing the automated (derived) results against a 

manually formed ground truth data. For assessing the 

performance of the proposed road extraction method, the 

following four evaluation metrics are used [1] [41]. The recall 

value indicates the percentage of the ground truth road pixels 

detected. The precision indicates the percentage of the correctly 

classified road pixels among all predicted pixels of the classifier. 

Finally, the quality value indicates the goodness of the result. The 

F1-Score indicates the harmonic average of Precision and Recall.   

 Recall=TP/(TP+FN) (17) 

 Precision=TP/(TP+FP) (18) 

 Quality=TP/(TP+FP+FN) (19) 

 F1-Score=(2×Precision×Recall)/(Precision+Recall) (20) 

where TP denotes the true positive; FP denotes the false positive, 

and FN denotes the false negative.  

For evaluating the effectiveness of the proposed technique for 

road object extraction, the qualitative segmentation results are 

presented on the different dataset in Fig.6 and Fig.7. They contain 

all three bands (i.e., R, G, B) and rich information including roads, 

various buildings, vegetation etc. The images in first column are 

the original RS images of our database. Those in the third column 

indicate the automatic results of proposed framework. The final 

road extraction results can then be generated after post-

processing, as presented in the images of the fourth column.  

The results are assessed using the reference road extracted by 

human operator manually illustrated in second column. Road 

extraction results from the proposed technique on samples in the 

Massachusetts Road dataset are presented in Fig.6 for a 

qualitative assessment.  

The four experimental results can highlight algorithm’s 

efficiency for road detection. The Fig.7 shows a series of results 

generated in the process of extracting roads, including sample 

regions of each category of datasets, the reference road maps and 

the final road extraction results.  

Input 

Image 

Ground  

Truth 

Final 

Output 

   

   

   

Fig.6. Road extraction Results from Massachusetts Road Dataset 

achieved by proposed method. The First and second column 

depict the input images and their corresponding ground truth 

   

Non-Road Regions 
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images from Massachusetts road dataset. The third column 

shows the building extraction results. The red, blue, and green 

colours represent TPs, FPs, and FNs, respectively 
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Fig.7. Road Extraction Results of Sub-urban and Urban areas 

from the data set achieved by the proposed method. First and 

second columns show the original images and corresponding 

ground truth. The third and fourth columns are results achieved 

before post-processing and after post-processing.  

The performance of the proposed method is calculated by 

analysis of confusion matrix and the receiver operator 

characteristic curve (ROC). The confusion matrix and the ROCs 

of all data is shown in Fig.9.  

 

(a) Confusion matrix 

 

(b) ROC Plot 

Fig.9. Confusion matrix and ROC plot of all data 

Of total 970 samples, 937 samples were correctly classified, 

and 33 samples were misclassified by this network as shown in 

Fig.9(a). The proposed model resulted in an accuracy of 96.5%, 

recall of 96.31%, precision of 96.75%, quality 93.91%, F1-score 

0.9552. ROC graph depicted in Fig.9(b) shows the plotting of true 

positive rate (recall) against false positive rate. ROC graph of this 

network for all data shows an excellent classification between the 

two categories as the curves lie between the diagonal and the 

upper-left corner. 

The Table.2 list the overall Recall, Precision, Quality and F1-

Score of the proposed method of training, testing, validation, and 

all data, respectively. As seen from the tables, the proposed 

system using deep learning technique incurs the acceptable level 

of performance with the mean values of no less than 96.31, 96.70, 

93.65 and 95.52 for Recall, Precision, Quality and F1-Score, 

respectively.  

To evaluate the quality of the network, cross-entropy (CE) is 

used. The Table.3 shows the overall Cross- Entropy (CE) and 

Percent Error values (E) for the training, validation, and the 

testing of the proposed deep model. Minimizing cross-entropy 

results in good classification. The error value indicates the 

fraction of samples which are misclassified.  

Table.2. Performance analysis of proposed technique of 

Training, Testing Data, Validation, and all Data 

DBN-LR deep learning  

 Recall Precision Quality F1-Score 

Training (%) 95.36 96.83 92.75 0.9524 

Validation (%) 96.00 93.24 93.15 0.9530 

Testing (%) 96.67 94.31 93.45 0.9577 

All data (%) 96.31 96.75 93.91 0.9552 

Table 3. Cross- Entropy (CE) and % Error (E) values 

 Sample Size CE %E 

Training 582 8.75586e-1 4.16666e-0 

Validation  194 1.74173e-0 2.50000 e-0 

Testing 194 1.81764e-0 2.50000 e-0 

Validation performance based on the cross-entropy is shown 

in Fig.11. Training was stopped after iteration 69.  The 

performance graph, presented in Fig.11, is showing how CE is 

minimized for good classification which proves the efficiency of 

the proposed model. Before epoch 69, the best validation 

performance of 0.178 was reached at epoch 63. The error 

histogram with 20 bins (bars) is also shown in Fig.12. It shows 

how the errors from the network on the testing instances are 

distributed.   

The Table.4 presents the elapsed time of each section. All test 

images took 67.54 minutes which corresponds to an average 

processing time of approximately 21 seconds for each image. On 

the other hand, 80% - 85% of the total processing time is spent on 

during the training (sec.3.2.2) and classification process (sec. 

3.2.3). A neglectable percentage of the total time is spent on the 

pre-processing step (Sec. 3.1) and post-processing (sec. 3.3). It is 

also noted that, the proposed approach is quite suitable for GPU 

programming. 
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Fig.11. Best Validation Performance based on Cross-Entropy. 

Lower values are better. Zero means no error 

 

Fig.12. Error Histogram 

Table 4. Elapsed time of each section of the proposed Road 

Extraction approach 

Process (Section) 
Elapsed Times 

 min : sec (%) 

Pre-processing stage (Sec. 3(1)) 05:58 (08.48%) 

Training (Sec. 3(2(2))) 31:35 (44.12%) 

Classification (Sec.3(2(3))) 28:23 (40.30%) 

Post-processing (Sec. 3(3)) 05:04 (07.10 %) 

Total 70:20 (100.00%) 

To assess the relative significance of our approach, a 

comparison with 5 state-of the-art methods is undertaken as 

baseline which include ResUNet [3], Cascaded CNN [41], 

RoadCNN [50], FCN [53], RCNN-UNet [52] and Salient features 

and SVM [4]. Table 5 shows the comparative quantitative 

evaluation measured in terms of Recall, Precision, Quality and 

F1-score. In the table, the best performance is denoted in bold, 

and the second best is marked with underlines. We found that the 

proposed method can give the relatively high average 

performance of quality, recall rate, precision and F1-score better 

than the other four deep learning and one classical method. It 

should be noted that the results are the average performance of all 

images under test. 

Table.5. Comparison and quantitative evaluation for complex 

urban areas shown in Fig.8 (2nd row). A higher value indicates a 

better performance  

 Recall Precision Quality F1-Score 

Proposed 96.31 96.75 93.91 0.9552 

ResUNet [3] 93.27 95.26 90..34 0.8834 

Cascaded CNN [41] 93.78 92.47 88.89 0.9314 

Road CNN [50] 95.77 94.47 89.05 0.9531 

FCN [53] 76.2 85.31 86.56 0.8101 

RCNN U-Net [52] 96.16 96.88 93.62 0.9523 

Salient features [4] 85 84.67 74.32 0.8091 

 

6. CONCLUSION 

In this paper, a deep-learning-based feature-extraction and 

classification method has been proposed in a DBN architecture to 

extract road networks from RS images. The major contribution of 

this work is the road extraction model based on the construction 

of deep model DBN and the introduction of the RBM as the 

feature extractor. At the same time, this work designed the LR 

unit in the expansive part of the model, as feature classifier which 

improved the precision and F1 score. Experiments were carried 

out on a remote sensing imagery dataset containing 970 RS 

images of two categories (road/non-road) for evaluation.  The 

roads were extracted successfully via the deep belief neural 

network proposed in this work, and the results showed the 

effectiveness and feasibility of the proposed framework in 

improving the performance of road extraction work in RS 

imagery. Quantitative comparisons were performed with some 

state-of-the-art such as the ResUNet [3], Cascaded CNN [41], 

RoadCNN [50], FCN [53], RCNN-UNet [52] and Salient features 

and SVM [4]. The proposed method in this work can obtain 

improvements in terms of the comprehensive evaluation metric, 

the F1 score, Recall, Precision and Quality over the methods. 

Experimental results validated the effectiveness of the proposed 

method.  

      Although our results are encouraging, the proposed 

method can be improved further by fusing deep features with 

structural ones in future studies. In the future work, we will use 

graphics processing unit to accelerate the feature learning process. 

It is observed that the road detection process produces a high 

degree of accuracy especially for the images of urban regions. In 

future, we will propose to extract deep features of road by DBN 

method to secure robustness of feature representation, low 

computational complexity, and the large variations in road 

structure. Moreover, the presence of buildings and other features 

like roads made the extraction process somewhat more difficult 

compared to the suburban case [57]. Road junction detection and 

modelling of shadows are issues to be addressed in future work. 

In addition, vectorization of the extracted road networks can also 

be a good extension of this work for GIS applications. Further 

road hypothesis verification and graph data structure are helpful 

to improve the results to form a complete road network 

representation. 
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