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Abstract 

Diabetes is one of the most common diseases present in human beings. 

It is well known that diabetes is a metabolic disease with no permanent 

cure but on early detection longevity can be increased. This research 

work focuses on predicting the early onset of diabetes. The diabetic 

dataset from UCI Machine Learning Repository is used. The necessary 

preprocessing techniques have been carried out to make the data more 

robust and suitable for further processing. This research work proposes 

two feature selection and ensemble boosting techniques resulting in 

four combinations (models) to predict the presence of diabetes in 

persons. Also, a novelty is introduced in further reducing the number 

of features selected by the feature selection techniques. The reduction 

in the number of features will reduce the memory and time complexity 

of the model. Among the models proposed, Light Gradient Boosting 

(LightGBM) with Recursive Feature Elimination (RFE) as feature 

selector has produced better performance. Further, LightGBM with 

least features gave satisfactory results. 
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1. INTRODUCTION 

Various changes in lifestyle have led to the rise of different 

lifestyle diseases like diabetes, obesity and hypertension. A 

lifestyle disease refers to a person’s illness which is developed 

due to their daily habits and unhealthy eating patterns. They are 

chronic diseases which can be cured only on early diagnosis since 

they affect longevity.  

Lifestyle diseases in general act as comorbidities for 

coronavirus, a deadly infection caused by severe acute respiratory 

syndrome coronavirus 2 (SARS-COV-2). They have shown 

detrimental effects on the host body, worsening the prognosis and 

leading to increased mortality, especially in patients with Black 

Fungus [1]. Certain evidence suggest an increase in Parkinson’s 

disease among diabetics who have a higher Body Mass Index 

(BMI) [2]. When diabetics suffer with acute myocardial 

infarction, they have about 50% higher risk of encountering heart 

failure [3]. 

According to a World Health Organisation (WHO) report, 

about 5.8 million deaths occur in India every year due to non-

communicable diseases like cancer and diabetes. About 25% of 

the population remains at risk of premature deaths and 55% of the 

mortality rate in the working population is caused due to several 

metabolic risk factors like high cholesterol and sugar levels [4]. 

This research study focuses on using Data Mining (DM) in 

real-time applications to predict the risk of a person becoming 

diabetic. This article comprises of five sections. Following the 

introduction, the second section presents the review of literature. 

Section three deals with a brief description of the dataset and 

section four describes the proposed models used. In the final 

section, the results and conclusions are discussed. 

1.1 DIABETES MELLITUS 

Diabetes is a metabolic disorder caused due to a high blood 

sugar level over a prolonged period of time. It is caused due to 

insufficient insulin production in a person’s body [5]. 

From 2.8% prevalence worldwide in 2000, it is estimated that 

about 4.4% will be diabetic in 2030. About 20% of people aged 

65 years and above are said to be diabetic. In India, about 9% of 

the population is affected by this disease. 

There exists two types of diabetes namely Type-I and Type-

II. In Type-I diabetes, there is a deficiency of insulin production 

in the body and requires daily administration of insulin. It is 

usually associated with gene mutations. Diabetic Ketoacidosis is 

an acute life-threatening complication that arises due to Type-I 

diabetes. Due to insufficient insulin, the glucose is unable to enter 

the cells and is filtered by kidney through urine. When the body 

cells require sugar for energy, they break down fat and muscle 

deposit. This results in chemical imbalance in the body, which is 

quite dangerous.  

Type-II diabetes is more prevalent among the diabetic 

population, caused due to excessive body weight and physical 

inactivity. It usually occurs in persons with high blood sugar 

levels, leading to insulin resistance in their body. When there is 

an excessive rise in blood sugar, the body tries to remove the 

excess sugar through urine and this causes excessive urination and 

thirst. When this condition deteriorates, the person might 

encounter seizures, further leading to their death.  

Some of the health complications caused by diabetes are 

stroke, vision loss, kidney failure and microvascular disorders [6]. 

Hence, early detection of diabetes is highly preferred. Majority of 

the people suffering from diabetes are undiagnosed because of its 

long-term asymptomatic phase. This can be detected only by 

examining the symptoms which are less prevalent and also the 

common ones, which could be found in different phases from 

disease initiation up to diagnosis.  

1.2 DATA MINING 

Data Mining (DM) refers to the process of extracting data, 

analyzing it from many dimensions or perspectives and producing 

a summary of the information in a useful form that identifies 

relationships within the data. This information is very useful for 

decision making. 

Knowledge Discovery in Databases (KDD) is considered as a 

programmed, exploratory analysis and modeling of vast data 

repositories. The model is used to extract the knowledge, analyze 

and predict the necessary data [7]. Nowadays, it has become a 
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buzzword and all leading companies are trying to implement Data 

Mining to develop better business strategies. 

The different steps involved in performing Data Mining over 

a given dataset are outlined below: 

 

Fig.1. KDD Process 

1. Selection: It is a collection of in-depth insights of data 

which are obtained along with the necessary requirements. 

2. Target Dataset Creation: Based on the insights gained, a 

suitable dataset is chosen or created.  

3. Data Cleaning/Preprocessing: Researchers and data 

scientists spend majority of their time in preprocessing, 

since it is a vital step in Data Mining. Preprocessing 

techniques such as missing value replacement 

(imputation), removing outliers, scaling, balancing of the 

dataset, encoding of data and selecting best features are 

carried out to enhance the overall performance of the 

model.  

4. Dimensionality reduction: It reduces the effective number 

of dimensions for better interpretation of input features and 

visualisation. This will essentially reduce the memory and 

time requirements. 

5. Data Mining Algorithm: A suitable algorithm is chosen 

based on the application domain. 

6. Data Mining: Using the selected algorithm, relevant 

patterns are inference from the specific representation. 

7. Interpretation of Mined Data: On examining the mined 

data, interpretation is done based on the problem. 

8. Consolidation: The discovered knowledge is consolidated 

and its impact is measured for generating reports [8]. 

1.3 DATA MINING APPLICATIONS  

Data Mining can be applied to any form of data that exist as 

images, text, maps and many more. It has varied applications 

across different domains and some of its applications are 

illustrated below: 

• Text Mining: In [9], K-means algorithm has been used 

iterating over different values of k. Techniques such as 

word-level analysis and information retrieval have been 

used for intelligent food production and human nutrition 

[10]. Online Customer Reviews (OCR) have been analysed 

using Latent Dirichlet Allocation (LDA) to predict airline 

recommendations with an accuracy of 79.9% [11]. 

• Web Mining: In Web Mining, information has been 

automatically discovered and extracted from web 

documents. There has been a usage of resource finding and 

generalization to find general patterns on websites [12]. 

Online Social Networks (OSN) have been analysed to 

terminate websites spreading harmful content in the event of 

a terrorist attack [13]. 

• Process Mining: Oracle Data Mining (ODM) has been 

applied to banking data using K-means clustering algorithm. 

The data has been segregated into respective clusters 

followed by its analysis [14]. Fuzzy systems have been used 

to compute the trust rate in customer’s behavior. The 

customer bank Internet transaction has been analysed and 

steps have been taken to increase the security of their 

internet banking [15].  

• Medical Data Mining: Medical Mining is used to study a 

patient’s vital signs to understand his illness and predict the 

future by analysing them. Medical dataset consists of mostly 

images in the form of scans. Image processing has been 

carried out to detect anomalies in these images [16]. Daily 

activity data has been collected from wearable sensors like 

smart watches to monitor a person’s heart rate [17]. 

2. REVIEW OF LITERATURE 

Data Mining has a lot of use cases in the medical domain 

which has been used for diagnosis and prognosis of diseases 

including stroke, cancer, cataract and diabetes.  

Chaurasia et al. [18] have used Sequential Minimal 

Optimization (SMO) and Bloom Filter Trees, obtaining around 

96% accuracy in cancer detection. Colon cancer and breast cancer 

have been detected by using Support Vector Machine (SVM). 

Information gain has been used to remove irrelevant features and 

the selected features were further reduced by Grey Wolf 

Optimization (GWO) [19]. 

Stroke occurrence has been predicted by Sheetal Singh et al. 

using decision trees for feature selection and back propagation 

neural networks to get an accuracy of 97% [20]. Haemorrhagic 

stroke has been analysed using J48, Jrip and multilayer 

perceptron. The mortality rate was predicted using J48 model, 

since it yielded better performance metrics [21].  

Decision trees and Generalized Linear Model (GLM) were 

among the six machine learning techniques used by Shahbaz M. 

et al. with 88% accuracy in [22]. When Bagging, Boosting and 

Stacking were applied to the OASIS dataset, Random Forest 

(Bagging algorithm) gave an accuracy of 90% for Alzheimer 

disease prediction [23]. 

C5.0 algorithm has been used by Nair et al [24] to build a 

model which predicted the occurrence of Cataract. In [25], for the 

diagnosis of eye diseases, J48 pruned classification was used and 

it gave 98.5% accuracy. 

The spread of coronavirus has been studied in different 

continents using Boosting algorithms. This helped in 

understanding the prevalent growth rate of the disease [26]. In 

[27], around 99.85% accuracy was obtained applying decision 

tree algorithm on the dataset from South Korea. 
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Srivatsan and Santhanam [28] have obtained an accuracy of 

79% using ID3 Decision Tree algorithm [28]. Intra Uterine 

Growth Restriction was predicted using Naїve Bayes resulting in 

good performance metrics including an accuracy of 84% and 

recall of 86.7% [29]. 

Perveen et al. [30] have used boosting algorithms and J48 

decision tree to improve performance analysis of Diabetes 

prediction in their article titled “Performance Analysis of Data 

Mining Classification Techniques to Predict Diabetes”. Adaboost 

gave better results than other ensemble classifiers used. Das H. et 

al. [31] performed various classification and clustering algorithms 

for getting the required accuracy. Ahmed Tariq [32] has used 

WEKA tool on J48 decision tree classifier to obtain an accuracy 

of about 70 %. In [33], when a comparative analysis was done for 

predicting diabetes, K Nearest Neighbors (KNN) gave the best 

performance. Yang et al. [34] have compared algorithms like 

SVM and LDA with ensemble classifiers, with the latter giving 

significantly higher metrics. In [35], an accuracy of 93% is 

obtained on using LightGBM with RFE. 

Random Forest yielded significant results in predicting 

diabetes in female patients [36]. Risk of type-2 diabetes was 

predicted using weighted feature selection. Out of the different 

models used, Adaboost performed the best [37]. Decision Tree 

performed well when the risk factors correlation were analysed 

for the Ulster Community and Hospitals Trust (UCHT) dataset 

[38]. In [39], when a comparison was drawn between algorithms 

like Deep Neural Network, Random Forest and SVM, DNN 

yielded a very high accuracy. Islam et al. [40] have used Logistic 

Regression and Random Forest with cross validation and 

percentage split method. Among the algorithms applied, Random 

Forest has given the highest accuracy of 97.4%.  

3. DATASET DESCRIPTION 

UC Irvine Machine Learning Repository is a well-known 

repository used by researchers across different domains including 

Life Sciences, Engineering and Business. Currently at UCI, there 

are 588 datasets of which 138 are under Life Sciences domain. 

The dataset used in this study is one of them [41]. The dimension 

of the dataset is (520,17) with 16 input features and 1 output 

feature.  

A brief description of the attributes or features is given below: 

1. Age: It refers to the age of the person having a greater 

risk of diabetes ranging from 16-90. 

2. Gender: It denotes the gender of the patient. 

(Male/Female) 

3. Polyuria: It determines whether the patient has Polyuria or 

excessive urination. (Yes/No) 

4. Polydipsia: It represents whether the patient has 

Polydipsia or excess thirst. (Yes/No) 

5. Sudden weight loss: It indicates whether the patient has 

sudden weight loss or not. (Yes/No) 

6. Weakness: It determines whether the patient has weakness 

or not. (Yes/No) 

7. Polyphagia: It obtains information on whether the patient 

eats excessively. (Yes/No) 

8. Genital thrush: It determines whether the patient has 

genital thrush or vaginal infection. (Yes/No) 

9. Visual blurring: It shows whether the patient has 

encountered blurred vision. (Yes/No) 

10. Itching: It determines whether the patient has any kind of 

itching. (Yes/No) 

11. Irritability: It finds whether the patient has irritation. 

(Yes/No) 

12. Delayed healing: It tells whether the patient has delay in 

healing of wounds. (Yes/No) 

13. Partial paresis: It determines whether the patient has weak 

muscles. (Yes/No) 

14. Muscle stiffness: It suggests whether the patient muscles 

feel tight. (Yes/No) 

15. Alopecia: It is used to find whether the patient has severe 

hair loss. (Yes/No) 

16. Obesity: It finds whether the patient is obese or not. 

(Yes/No) 

17. Class: Class is an output feature which indicates whether 

the patient is at risk of diabetes with Negative and Positive 

as its values.  

4. PROPOSED MODEL 

The objectives of this research study are given below: 

• The first objective of this research study is to use around 

50% of the input features and build a suitable ensemble 

model to get reasonable accuracy, precision and recall.  

• The second objective is to decrease the memory usage and 

execution time.  

• The final objective is to bring down the false negative rate 

to the extent possible, otherwise it may lead to further 

complications which might be fatal. In healthcare domain, 

recall is given more importance than precision. 

The snapshot of the dataset is shown in the Fig.2: 

 Age Gender Polyuria Polydipsia 
Sudden 

Weight Loss 
Weakness Polyphagia 

Genital 

Thrush 

0 40 Male No Yes No Yes No No 

1 58 Male No No No Yes No No 

2 41 Male Yes No No Yes Yes No 

3 45 Male No No Yes Yes Yes Yes 

4 60 Male Yes Yes Yes Yes Yes No 

Fig.2(a). Columns 1-8 of the diabetes dataset 

 
Visual 

Blurring 
Itching Irritability 

Delayed 

Healing 

Partial 

Paresis 

Muscle 

Stiffness 
Alopecia Obseity Class 

0 No Yes No Yes No Yes Yes Yes +ve 

1 Yes No No No Yes No Yes No +ve 

2 No Yes No Yes No Yes Yes No +ve 

3 No Yes No Yes No No No No +ve 

4 Yes Yes Yes Yes Yes Yes Yes Yes +ve 

Fig.2(b). Columns 9-17 of the diabetes dataset 

From the Fig.2(a) and Fig.2(b), it is clear that Age is the only 

continuous feature whose range is from 16 to 90. The rest of the 
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features are categorical with only two possible values. An analysis 

has been done between Gender and Age in Fig.3. 

Gender Class 
Age 

Mean Median Max Min Count 

Female 
-ve 46.315789 50 65 28 19 

+ve 46.860465 47 90 25 172 

Male 
-ve 46.364641 45 72 26 181 

+ve 51.150685 53 85 16 146 

Fig.3. Analysis between Gender and Age 

In Fig.3, out of 191 female samples in the dataset, 90% are 

positive (diabetic) and the remaining 10% are negative (non-

diabetic). Similarly, out of 327 male samples, about 45% of them 

are diabetic and the rest are non-diabetic. One can infer from the 

Fig.3 that females are more susceptible to diabetes at an earlier 

age than males. The maximum age of a male is 85 and that of a 

female is 90.  

The dataset is then split into 80:20 where 80% split is used for 

training the model and the remaining 20%, which is unseen by the 

model is used to validate it.  

The preprocessing steps that have been carried out are 

explained below: 

If missing values are present in the dataset and are not handled 

properly, it will result in poor learning by the model and 

undesirable outcomes. Therefore, it is necessary to deal with them 

properly using suitable imputation techniques. In this dataset, 

there are no missing values. The next step is to examine outliers. 

Outliers are extreme data points which are different from other 

data points in a continuous feature. There are many techniques 

available to detect outliers and one of them is boxplot, a 

visualization tool. It provides information about Quartile-1 

(25%), Quartile-2 (50%) or median, Quartile-3 (75%), lower 

whisker and upper whisker. Any datapoint present outside the 

whiskers are referred to as outliers [42].  

 

Fig.4. Boxplot of Age 

Boxplot is drawn for the feature Age and shown in Fig.4. It is 

evident from the plot that there are two data points encircled 

above the upper whisker referred as outliers. On close observation 

of the two data points we concluded that their values 85 and 90 

are within acceptable limits since nowadays people generally live 

upto 100 years. Hence, they are retained. Data imbalance will be 

analysed in the following step. 

Out of 520 records, 320 records are positive and the remaining 

are negative which is in the ratio of 60:40 approximately. This 

suggests that the dataset is not highly imbalanced. The final 

preprocessing step is to encode the categorical variables in the 

dataset. 

Input encoding techniques such as One-Hot encoding increase 

the number of columns for each feature which inturn increases the 

memory space. A novelty is introduced in this study by using the 

Label encoding, an output encoding technique to encode the input 

features as well. 

In this step, two feature selection techniques namely 

SelectKBest and Recursive Feature Elimination (RFE) are 

applied to select the six best input features. Then, the dataset with 

these six features is applied to two boosting models XGBoost and 

LightGBM to learn (using the training set) and its performance is 

validated using the test set.  

Each of the two feature selection and boosting techniques used 

in this study give rise to four possible combinations.  

The four models proposed to predict the risk of diabetes are:  

• SelectKBest with XGBoost – Model 1 

• RFE with XGBoost – Model 2 

• SelectKBest with LightGBM – Model 3 

• RFE with LightGBM – Model 4 

4.1 PROPOSED DESIGN FLOW 

The flowchart given in Fig.5 portrays the steps involved in the 

proposed model. 

The methods used in this research study are explained below: 

4.1.1 SelectKBest for Feature Selection: 

SelectKBest is a type of Univariate selection which is a filter-

based technique. In a filter-based feature selection technique, 

features are selected using a rank ordering method to filter out 

irrelevant features. The ranks are devised by analysing the 

statistical scores, which are determined by the correlation of the 

features with the target variable. It is used to select features which 

have the strongest relationship with the output variable. This can 

be used for numerical and categorical data. The K-highest scoring 

features are retained.  

This technique has been used to get meaningful insights from 

hotel booking data, SelectKBest with chi2-score function is used 

as filter based feature selector along with Kmeans Clustering [43]. 

Computation is performed faster than wrapper-based feature 

selection techniques since there is no involvement of trained 

models. When there is lesser data, the best subset of features may 

not be found by filter methods. There are two parameters for this 

technique namely score function and the value of K. The score 

function can use ANOVA F-value, mutual information or chi-

squared tests for computation. The number of top features to be 

selected is denoted by the value of K [44]. The method adopted in 

this study is ANOVA F-value. 

SelectKBest Algorithm: 

Step 1: Apply parameter score function to (X,Y) where X refers 

to the predictors and Y refers to the target variable. 

Step 2: An array of scores are returned for each feature. 

Step 3: The first k features with highest scores are retained [45]. 
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Fig.5. Flow Diagram of the Proposed Model 

4.1.2 Recursive Feature Elimination (RFE):  

RFE is a wrapper-based feature selection technique. It 

performs a greedy search for a subset of features starting with all 

features in the training dataset and successfully removing features 

until the desired number remains. A machine learning algorithm 

is fitted in the core of the model for ranking features by 

importance, discarding the least important features and re-fitting 

the model. This process is repeated until a specified number of 

features remain. 

Recursive Feature Elimination is applied to problems based on 

Binary Biogeography Optimization (BBO) along with Support 

Vector Machine (SVM) to give significant results [46]. 

In a wrapper-based technique, a machine learning algorithm is 

chosen and the features best suited for the algorithm are retained. 

For a classification problem, the predictive accuracy is considered 

whereas in a clustering problem, the goodness of the cluster is 

analysed. Though it takes a longer time for computation than filter 

techniques, wrapper methods always provide the best subset of 

features since they are exhaustive in nature. The parameters in this 

technique are the estimator or the model to fit the features and the 

number of features to be selected [47]. 

RFE Algorithm: 

Step 1: Search for a subset of features among all features. 

Step 2: A machine learning model is fitted and the features are 

ranked based on importance. 

Step 3: The least important features are discarded. 

Step 4: The model is refitted and the process continues till a 

certain number of features remain [48]. 

4.2 BOOSTING ALGORITHMS 

A boosting algorithm is an ensemble model which combines 

many simple models and generates the final output. It builds a 

strong classifier using weak classifiers. It is said to improve the 

performance of the models [49]. 

To predict the GDP growth of Japan, Gradient Boosting and 

Random Forest models were used, with the former yielding better 

metrics [50]. For network intrusion detection, Modest Adaboost, 

Gentle and Real Adaboost algorithms were applied to public 

datasets. Modest Adaboost was faster than the others but yielded 

higher error rate [51]. 

The algorithm was proposed in 1990 as an answer by Robert 

Schapire, an American Computer Scientist at Princeton 

University to a question raised by a Harvard professor Valiant. He 

was awarded with the prestigious Gödel prize in 2003 [52]. 

A predictive model is built initially using a trained model and 

subsequently another model is used which rectifies the errors from 

the previous model. The process continues till the model makes 

no errors or the maximum number of models are obtained. 

Different weights are assigned to the previously classified 

incorrect samples as a penalty [53]. 

It is an easy-to-interpret algorithm which gives higher 

performance since weak classifiers are made strong learners. 

Overfitting is curbed easily. There are mainly three types of 

Boosting namely AdaBoost, Gradient Boosting and Extreme 

Gradient Boosting [54]. 

In this work, Extreme Gradient Boosting (XG Boost) 

technique has been applied. 

4.2.1 XGBoost Algorithm: 

Initially started as a research project, Tianqi Chen and Carlos 

Guestrin developed this algorithm for Distributed Machine 

Learning Community (DMLC). It became popular among 

developers since it gave winning solutions for different machine 

learning challenges [55].  

Extreme Gradient Boost is one of the Boosting algorithms 

which has a faster execution speed and better model performance 

when compared to other boosting algorithms. It uses an approach 

where new models are created which predict the errors of prior 

models after which they are added together to make the final 
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prediction. A gradient descent algorithm is used to minimize the 

loss when adding new models. Both classification and regression 

type problems use this algorithm. 

Its applications include determining the durability of concrete, 

Electrical Resistivity Measurement (ERM) analysis [56]. Real-

time accident detection on highways was performed with 

XGBoost and SHAP (SHapley Additive exPlanation) and an 

accuracy of 79% was obtained [57]. 

A few of the salient features of this algorithm include clever 

penalization of sub-trees constructed, shrinking of leaf nodes 

proportionally, using cache optimisation and performing out-of-

core computation [58]. A hyperparameter is a value which is used 

to control the learning process of a model. There are many 

hyperparameters for this algorithm. Some of its vital 

hyperparameters include learning rate, minimum child weight, 

regularization term and gamma [59]. 

Working of XG Boost: 

Step 1: Selection of ‘k’ features 

Step 2: Smaller trees are built with fewer splits 

Step 3: Subsequent building of trees happen.  

Step 4: Errors present in predecessors are updated in residual 

errors [60] 

4.2.2 Light Gradient Boosting (lightGBM) Algorithm: 

Guolin Ke and her team developed this algorithm in 2016 as a 

part of Microsoft Research to reduce memory usage and increase 

computation speed [61]. 

Blood Brain Barrier (BBB) permeability has been predicted 

using LightGBM, resulting in an accuracy of 90% [62]. 

LightGBM has performed better than other models used for 

forecasting the cryptocurrency price [63]. 

Since the algorithm puts continuous feature values into 

discrete bins, training happens faster than other boosting 

algorithms and there is a reduced usage of memory. It supports 

parallel learning. 

To enhance its performance, hyperparameters like number of 

leaves in a tree, maximum buckets for filling feature values, 

maximum depth are altered with suitable values [64]. 

LightGBM is a fast and high-performance gradient boosting 

framework which is built with decision tree algorithm, used for 

ranking and classification. It yields a better accuracy because of 

splitting of tree-leaf with best fit rather than a depth wise 

approach. It is highly efficient and also uses lesser memory. 

LightGBM Algorithm: 

Step 1: The best attributes are selected. 

Step 2: A decision tree model is built with leaf nodes split using 

best fit 

Step 3: Maximum depth is created to avoid overfitting [65] 

4.3 PERFORMANCE METRICS 

Our study considers the following classification performance 

metrics: 

4.3.1 Confusion Matrix: 

It is a performance measurement evaluation method used for 

obtaining the correctness of an algorithm. It comprises of a table 

like format with four values computed using Actual and Predicted 

values. 

Type Actual Positive Actual Negative 

Predicted Positive TP (11) FP (10) 

Predicted Negative FN (01) TN (00) 

Fig.6. Confusion Matrix for Binary Classifier 

Description of Confusion Matrix: 00 represents True Negative 

(TN), 01 denotes False Negative (FN), 10 indicates False Positive 

(FP), 11 shows True Positive (TP). 

• True Negative: When the real and predicted labels of a 

sample are negative. 

• True Positive: When the real and predicted labels of a 

sample are positive. 

• False Negative: When the real value of a sample is positive 

while its predicted label is negative. 

• False Positive: When the real value of a sample is negative 

while its predicted label for the sample is positive [66]. 

4.3.2 Precision: 

Precision refers to the measure of exactness or the ratio of 

correctly classified classes of diabetes amongst all positive 

classes. 

 Precision=TP/(TP+FP) (1) 

4.3.3 Recall: 

Recall represents the measure of completeness or the ratio of 

correctly classified classes with all correctly predicted classes.  

 Recall = TP/(TP+FN) (2) 

4.3.4 Accuracy: 

Accuracy is the most intuitive performance measure referring 

to the ratio of correctly classified classes among all classes [67]. 

 Accuracy = (TP+TN)/(TP+TN+FP+FN) (3) 

4.3.5 f-Beta-Measure: 

The f-Beta measure is a performance metric used to compare 

two models with varying recall and precision by penalising the 

extreme values [68]. 

F-measure=((1+β2)*Recall*Precision))/(β2)*(Recall+Precision) (4) 

Choosing a suitable Beta value depends on the application 

domain. When Beta value is 1, equal weightage is given to both 

precision and recall. When more emphasis is given on precision, 

a value lesser than 1 is chosen and when recall is given higher 

importance, a value greater than 1 is chosen [69]. 

For object detection using an efficient network MINet, a Beta 

value of 0.3 is chosen [70]. In a Hope Speech detection, the Beta 

value remains as 1 [71]. Usually in medical datasets, a Beta value 

greater than 1 is chosen to give priority to minority classes [72]. 

Since, in medical domain, recall plays a vital role, the value of 

Beta in this study has been chosen as 2 on a trial and error basis. 

4.3.6 Area Under the Curve: 

It is used to measure how accurately a classifier is able to 

distinguish among classes. If its value is greater than 0.8, the 

model is said to be well-fitted [73]. 
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4.3.7 Kappa-Statistic: 

Cohen’s Kappa value is used to determine the interrater 

reliability for a data item. This way, the possibility of a prediction 

by a classifier overlapping with a random guess is removed. A 

value above 0.81 signifies a near-perfect agreement. 

 K = (p0-pe)/(1-pe) (5) 

where p0 is the overall accuracy of the model and pe is the measure 

of agreement between the classifier’s prediction and the actual 

class label assuming it to be random [74]. 

5. EXPERIMENTAL RESULTS 

In this work, it has been decided to evaluate the performance 

of the proposed models with all input features, and with reduced 

input features obtained using feature selection techniques. Also, 

it was decided to test the performance of the model with less than 

50% of the input features on a trial and error basis. 

The outcome of the two feature selection techniques are given 

below: 

• The six best features obtained using SelectKBest are 

Polyuria, Polydipsia, Gender, sudden weight loss, 

Polyphagia and partial paresis. 

• The six best features obtained using RFE are Polyuria, 

Polydipsia, Gender, Genital thrush, Itching and Irritability. 

• Out of the six features listed above, three features namely: 

Polyuria, Polydipsia and Gender were found to be common. 

Baseline Accuracy is a simple prediction of the model’s 

performance without any rules and can be used as a baseline for 

achieving more accuracy [75]. ZeroR, a baseline classifier, is used 

in this study to predict the majority class only based on the target 

by ignoring all the predictors. The baseline accuracy obtained 

from ZeroR classifier can be used as a benchmark to analyse the 

performance of other classification techniques [76]. The Baseline 

Accuracy of the proposed models has been estimated as 61.53% 

approximately.  

The next step is to train the model using Stratified K Fold cross 

validation technique. Generally, Stratified K-fold cross validation 

results in better performance of the model when compared with a 

single train:test split technique. The training set of 80% is used by 

the K-Fold cross validation technique with K as 10. The mean 

accuracy is taken as the training accuracy. The testing accuracy 

predicted by the model for the real-world data is the final 

accuracy. This helps to prevent the model from overfitting and 

high bias. Further, the feature selection techniques also helps to 

reducing overfitting.  

Next, we wish to examine the memory and training time 

requirements of both the models with all input features. In the case 

of XGBoost, it is 69.2kB and 0.62s respectively whereas in 

LightGBM, the memory requirement remains the same but the 

time taken for training is 0.89s. The models have been 

implemented in python using suitable libraries. The results 

obtained for the four different proposed models are described in 

the following sections: 

5.1 PERFORMANCE OF XGBOOST MODEL WITH 

SELECTKBEST AS FEATURE SELECTOR  

The performance metrics of using SelectKBest with XGBoost 

is shown in Table.1 and Table.2. 

Table.1. Results of XGBoost with SelectKBest as feature 

selector (Proposed Model 1) 

Metrics Value Metrics Value 

Train Accuracy 89.6% Train time 0.46s 

Test Accuracy 93.26% Test time 0.15s 

Precision 95.2% AUC Score 0.972 

Recall 88.8% Kappa 0.861 

F1-Score 0.901   

Table.2. Confusion Matrix of XGBoost 

Type Actual Positive Actual Negative 

Predicted Positive 40 2 

Predicted Negative 5 57 

From Table.1, it is clear that the built model does not suffer 

from overfitting or underfitting seeing the values of training or 

testing accuracies i.e. it is a generalised model.  

The precision and recall values are satisfactory and the overall 

accuracy is reasonable. F-Measure has a value of 0.901, which is 

closer to 1 denotes a better performance in real-life classification 

of data. AUC score of 0.972 signifies that the model is able to 

classify between two classes 97% of times and it further suggests 

that the model is well fitted. It is reported in literature that a model 

with AUC score closer to 1 is generally preferred. Kappa value of 

0.861 indicates a near-perfect agreement. The training and testing 

times are 0.46 and 0.15 seconds respectively. Generally, a model 

which can learn quickly with lesser data is preferred.  

In Table.2, the false negative count is reported as 5, which is 

slightly on the higher side. This count should be less as far as 

possible especially in healthcare domain. From Table.1 and 

Table.2, it can be concluded that overall performance of the model 

is satisfactory. 

5.2 PERFORMANCE OF XGBOOST MODEL WITH 

RFE AS FEATURE SELECTOR  

The performance metrics of using RFE with XGBoost is 

shown in Table.3 and Table.4. 

Table.3. Results of XGBoost with RFE as feature selector 

(Proposed Model 2) 

Metrics Value Metrics Value 

Train Accuracy 91.84% Train time 0.59s 

Test Accuracy 94.23% Test time 0.04s 

Precision 90.4% AUC Score 0.991 

Recall 95.0% Kappa 0.881 

F1-Score 0.940   
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Table.4. Confusion Matrix of XGBoost 

Type Actual Positive Actual Negative 

Predicted Positive 38 4 

Predicted Negative 2 60 

It is clear that RFE as a feature selector has performed better 

than SelectKBest when combined with XGBoost, as it has 

increased accuracy and recall (an important measure), despite 

taking more time for execution. Further in Table.4, the false 

negative count is only 2 instead of 5 (from Proposed Model 1). 

This suggests that RFE is preferred over SelectKBest algorithm.  

Hence, it can be easily concluded that RFE with XGBoost 

performs better than the SelectKBest with XGBoost. If execution 

time is not a major constraint, Proposed Model 2 can be used. The 

overall performance metrics are very encouraging. The second 

objective of this research study is fulfilled to a greater extent with 

the Proposed Model 2.  

5.3 PERFORMANCE OF LIGHTGBM WITH 

SELECTKBEST AS FEATURE SELECTOR 

The performance metrics of using SelectKBest with 

LightGBM is shown in Table.5 and Table.6. 

Table.5. Results of LightGBM with SelectKBest as feature 

selector (Proposed Model 2)  

Metrics Value Metrics Value 

Train Accuracy 89.6% Train time 0.41s 

Test Accuracy 94.2% Test time 0.11s 

Precision 97.6% AUC Score 0.977 

Recall 89.1% Kappa 0.879 

F1-Score 0.906   

Table.6. Confusion Matrix of LightGBM 

Type Actual Positive Actual Negative 

Predicted Positive 41 1 

Predicted Negative 5 57 

From Table.5, one can say that the built model does not suffer 

from overfitting or underfitting seeing the values of training or 

testing accuracies (i.e.) it is a generalised model.  

The precision and recall values are encouraging and the 

overall accuracy is good. When compared with Proposed Model 

1, there is a slight variation in the confusion matrix, resulting in 

better performance. The training and testing times are 0.41 and 

0.11 seconds respectively, which are lesser than the ones reported 

in Proposed Model 1. If execution time is a constraint, Proposed 

Model 3 can be opted for disease classification. 

In Table.6, the false negative count is reported as 5, which is 

not desirable. From Table.5 and Table.6, it can be observed that 

the overall performance of Proposed Model 3 is highly 

satisfactory, when compared with Proposed Model 1. 

5.4 PERFORMANCE OF LIGHTGBM WITH RFE 

AS FEATURE SELECTOR 

The performance metrics of using RFE with LightGBM is 

shown in Table.7 and Table.8. 

Table.7. Results of LightGBM with RFE as feature selector 

(Proposed Model 2) 

Metrics Value Metrics Value 

Train Accuracy 91.84% Train time 0.33s 

Test Accuracy 94.23% Test time 0.03s 

Precision 90.4% AUC Score 0.989 

Recall 95.0% Kappa 0.879 

F1-Score 0.940   

Table.8. Confusion Matrix of LightGBM 

Type Actual Positive Actual Negative 

Predicted Positive 38 4 

Predicted Negative 2 60 

In Table.7, the precision and recall values are encouraging and 

the overall accuracy is highly encouraging. Further, the 

LightGBM model built using SelectKBest feature selection 

technique has yielded better precision value than with RFE 

technique. When compared with Proposed Model 2, the metrics 

are found to be very similar. The training and testing times are 

0.33 and 0.03 seconds respectively, which are lesser than the ones 

reported in Proposed Model 2. If execution time is a constraint, 

Proposed Model 4 can be opted in comparison with Proposed 

Model 2.  

From Table.8, the values reported in the confusion matrix are 

similar to Proposed Model 2 and better than Proposed Models 1 

and 3. From Table.7 and Table.8, it can be summarised that the 

overall performance of the model is sufficiently good, when 

compared with other Proposed Models.  

5.4.1 Feature Reduction: 

In order to reduce the features further along with the memory 

and time requirements, a novelty has been tried with regard to the 

selection of input features based on the existing input features 

obtained through the two feature selection methods namely 

SelectKBest and RFE. Let the features obtained from SelectKBest 

be Set A and those obtained from RFE be Set B. Then the union 

and intersection of sets A and B results in two more sets C and D. 

These two feature sets were used by the best model (Proposed 

Model 4) and their performances were analysed.  

Set A comprises of the six features chosen by SelectKBest 

technique. 

A = {Polyuria, Polydipsia, Gender, Polyphagia, sudden weight 

loss, partial paresis} 

Set B consists of the six features chosen by RFE technique. 

B = {Polyuria, Polydipsia, Gender, Genital thrush, Itching, 

Irritability} 

Set C is A union B.  

C = {Polyuria, Polydipsia, Gender, Genital thrush, Itching, 

Irritability, Polyphagia, sudden weight loss, partial paresis} 
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Set D is A intersection B. 

D = {Polyuria, Polydipsia, Gender} 

Since LightGBM gave a better performance than XGBoost, it 

has been decided to apply LightGBM to build three more models. 

Two models (Proposed Models 5 and 6) have been built after 

introducing a novelty with regard to the input features available 

in sets C and D. Also, another machine learning model has been 

built with all (16) input features (Proposed Model 7). Finally, the 

performances of the proposed models 4, 5, 6 and 7 have been 

compared and the obtained results have been reported in Table.9: 

Table.9. Comparison of Proposed Model 4 with other models 

(Proposed Models 5, 6 and 7) 

Metrics 
Input features 

16 9 6 3 

Memory Usage (kB) 69.2 40.6 28.5 16.2 

Training time (s) 0.46 0.43 0.33 0.3 

Training Accuracy (%) 96.41 94.25 91.84 88.23 

Testing time (s) 0.129 0.115 0.095 0.035 

Testing Accuracy (%) 98.07 98.07 94.23 94.23 

Precision (%) 100 100 90.4 88.1 

Recall (%) 95.4 95.4 95 97.3 

AUC Score 1 0.994 0.989 0.954 

Kappa Statistics 0.963 0.96 0.879 0.878 

In Table.9, the first row results indicate the model built with 

all the input features. The above values suggest that the model 

performance is highly satisfactory.  

In the second row, the results of using the features in set C are 

shown. The values in rows 1 and 2 are almost similar, leading to 

the conclusion that the model with 9 input features is more than 

adequate than with all features. Since, the features are reduced by 

around 50 %, there is a saving of 42% in memory and 11% in time 

requirements.  

The third row indicates the results of the best model 

(LightGBM+RFE) and it is very encouraging. 

In the fourth row, the results of using the features in set D are 

given. From the values, one can conclude the model has produced 

a reasonably good performance with just 3 features and recall 

being the best in the whole table. Also, the memory and time 

requirements are further decreased when compared with the 

previous row. This gives a conclusion that the proposed model 

with 3 input features is sufficient to a greater extent to decide 

whether the subject is positive or negative.  

Also, the accuracy of all the models proposed in this study 

have given a better performance when compared with the 

accuracy of ZeroR classifier (61%) by over 30%.  

6. CONCLUSION 

This research work has made use of Recursive Feature 

Elimination and SelectKBest as feature selection algorithms, then 

boosting algorithms, XGBoost and LightGBM have been applied 

for predicting diabetes. This study has proposed 7 models and all 

the models gave encouraging results. Among the two feature 

selection algorithms that were tried out, RFE with LightGBM 

gave better results reported in Table.7 than the other three 

proposed models. Also, other variants in the input features based 

on the outcome of the two feature selection techniques were 

explored. Based on this, the model with 3 input features (Polyuria, 

Polydipsia, Gender) has given reasonably good performance with 

regard to accuracy, precision and recall. Further, it reduces the 

time and memory complexity to a certain extent. Also, the 9 input 

features suggested in this study gave performance similar to 

having all input features. This implies data collection in future can 

be done with only those 9 features.  

All the stated objectives have been achieved to a great extent 

in this study. 

The scope of this work is limited to this dataset related to 

people of Bangladesh. It is known that more the number of 

records, better will be the learning power of the model and inturn 

it increases the overall performance. 

The following points are suggested for future work: 

• The best model proposed (RFE with LightGBM) can be 

experimented with other diabetes datasets like PIMA to 

assess its performance.  

• Other feature selection techniques can be explored.  

• New or modified features using the existing features (feature 

engineering) can be added. 

• Mathematical, statistical and neural network classifiers can 

be tried for building the model. 

Hyperparameter tuning using optimization techniques can be 

implemented to improve the model performance. 
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