FORECASTING ELECTRICITY CONSUMPTION OF RESIDENTIAL USERS BASED ON LIFESTYLE DATA USING ARTIFICIAL NEURAL NETWORKS

Isaac Kofi Nti¹, Moses Teimeh², Adebayo Felix Adekoya³ and Owusu Nyarko-Boateng⁴
¹Department of Computer Science, Sunyani Technical University, Ghana
²Department of Electrical and Electronic Engineering, Sunyani Technical University, Ghana
³,⁴Department of Computer Science and Informatics, University of Energy and Natural Resources, Ghana

Abstract

Electricity is the lifeline of almost everything in this 21st century. Residential electricity consumption has seen an increase both locally and globally. Therefore, it has become a global concern of significant importance to promote electrical energy consumption reduction (energy conservation) within the household for a viable development of a nation in the case of resource limitations. The current study seeks to identify the social psychology (lifestyle) factors that significantly influence the residential electricity consumption, and predict future electricity consumption using an artificial neural network (ANN) based on lifestyle data collected from three hundred and fifty (350) households in the Sunyani Municipality. The performance metrics RMSE, MSE, MAPE, and MAE, were used to estimate the performance of the proposed model. The RMSE (0.000726) and MAE (0.000976) of the proposed model compared to (RMSE = 0.0657 and MAE = 0.05714) for Decision Trees (DT) and (RMSE = 0.08816 and MAE = 0.06911) for Support Vector Regression (SVR) shows a better fit of the proposed model. Furthermore, it was observed that the type of vehicle (saloon or sport utility vehicle) used by the head of a household was the most significant lifestyle feature in forecasting residential electricity consumption. Future studies would focus on developing a vigorous model using a combination of weather parameters and several socio-economic factors based on hybrid machine-learning algorithms to increase forecasting accuracy.
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1. INTRODUCTION

Electricity, with the passage of time, has become one of the essential forms of energy to humankind in light of the explicit fact that almost everything depends on electricity [1][2]. The quantity of electrical energy consumed has become one of the critical concerns of the electricity industry for strategic planning and expansion [3]. Hence, the local and global energy producers consider that the efficient use of electrical energy is a key aspect to be addressed as a priority. Consequently, energy efficiency is a crucial challenge for building sustainable societies. However, the world's primary energy consumption is estimated to increase by 1.6% yearly as a result of increasing incomes, growing populations and the industrialisation of developing countries [4]. This scenario raises issues associated with the increasing paucity of natural resources, the increase in environmental pollution, and the looming menace of global climate change. This warrants a call for the efficient management of electrical energy by both domestic and industrial consumers.

Studies show that 30% of the electricity generated globally is consumed by residential users [5]. In 2015, the global average yearly electricity consumption by residential users reached 10.812kWh. Again, a report in 2017 revealed that 25.019kWh/year of electricity was used in Norway, 11.974kWh/year in the US, 6.400kWh/year in France, 4,656.52kWh/year in the UK, 26kWh/year in Sierra Leone, and an average of 21 372TWh globally, which is 2.6% higher than in 2016 [6][7]. Similarly, residential electricity consumption in Ghana for the past nine years kept increasing in value, thus 1,996GWh in 2007, 2,168GWh in 2008, 2,275GWh in 2009, 3,060GWh in 2013 to 3,932GWh in 2016 [8].

Notwithstanding, the increase in residential electricity consumption, Nishida et al. [9] suggest that residential (domestic) energy consumption differs depending on the lifestyle of the family. A family lifestyle, according to [10], is a set of factors such as family composition, house type, age, home appliances possessed and their usage, family income, cultural background, social life and lifestyle habits which include how long to stay at home and how to spend holidays. For this reason, it is difficult to grasp the factors that have significant influences on electricity consumption by a residential consumer.

Despite the difficulties associated with electrical load forecasting, knowing the expected residential load demand is desirable for electrical energy generators and distributors to make the right decision ahead and for consumers to know how future energy consumption (demand) will change in line with their future lifestyle [1][11]. Further, it helps to accurately determine the right time for buying and selling electrical energy, which contributes to costs savings or even earning an income. Moreover, Kong et al. [12] argue that as the power system is facing an evolution toward a new flexible, intelligent, and collaborating system with sophisticated infiltration of renewable energy generation, a short-term electric load forecasting for residential (individual) electricity customers, plays a progressively more essential role in the future grid planning and operation [12].

In [2], the authors argue that the basic unit of electrical energy consumption is the home. Hence, the reduction in residential electricity consumption will reduce the consumption of electrical energy in society. This raises the need to find the features/factors that have significant effects on household electricity consumption, and to address such features/factors to minimize electricity consumption. Simultaneously, the consumers could also be informed of their energy consumption pattern in the future, so that they could plan in time and make an appropriate decision. Therefore, in affirmation to [13] opinion, energy management systems (EMS) are required to monitor the generation, distribution, consumption, and storage and also to make the paramount decisions according to input signals and the user's requirements and preferences.

Based on the issues detailed above, the current study seeks to propose a predictive model for useful and accurate prediction of
future electricity demand by domestic electrical energy users based on an artificial neural network (ANN) using comprehensive the lifestyle data about the household through a questionnaire. The general goal of the current study is broken into three sub-objectives as follows:

- To identify which lifestyle data is a high predictor of residential electricity consumption.
- To propose a machine-learning framework to predict future residential electricity consumption based on household lifestyle data.
- Measure the performance of the proposed model against other state-of-the-art models based on accuracy and error metrics.

To reduce the amount of energy consumption by domestic electricity users, one needs to understand the energy needs and consumption patterns of the consumers and predict the expected consumption of customers in advance. By doing so, the following benefits could be in order:

- An accurate prediction of energy demands could provide useful information to make decisions on energy generation and purchase,
- An accurate prediction would have a significant impact on preventing overloading and allowing efficient energy storage by supply authorities,
- Further, if consumers know their tendency for energy consumption in the future, it would help them to make informed decisions on their purchase of household appliances, daily usage of household appliances, and financially be prepared for the same.

In this paper, we aim to answer the following questions:
1. To what extent could the lifestyle data of the consumers of electrical load be predicted?
2. How possible is it to predict the electrical load reliably?

The remaining sections of the current paper are organised as follows: section 2 presents a review of the pertinent literature on electricity demand predictions, the social-psychological factors that influence residential electricity consumption, methods for modelling energy consumption, and machine learning and its application in different fields. In section 3, we discuss the materials and methods adopted for the current study. Section 4 presents the experimental setup, the outcome of the study, and discussions. Section 5 concludes the study and outlines the direction for future studies.

2. LITERATURE STUDY

This section discusses the pattern of electrical energy consumption globally and locally, the social-psychological factors the affect residential electrical energy consumption, methods of modelling energy consumption, machine learning, and its application in energy modelling and finally related studies on electricity prediction.

2.1 ELECTRICITY CONSUMPTION LOCALLY AND GLOBALLY

In 1990, 71% of the people in the world had access to electricity. This figure has risen over the years that in 2016 it became 87% and 88.87% in 2017. The primary reason for this drastic increase is the constantly growing urbanization [14] - [16].

Electrical energy consumption may be classified as residential (domestic), commercial (non-residential) or industrial. Residential or domestic refers to the home or a dwelling where people globally live from day-to-day. Also, domestic electricity consumption happens on a considerably small scale compared to commercial users (businesses) who deal with heavy-duty machinery and lighting or appliances [17]. Fig. 1 shows the electricity consumption per capita (kWh per person) in 2017. The individual consumption (IC) of electricity in every country using Eq.(1) shows that there is a higher disparity in electricity consumption among developed countries.

\[
IC = \frac{\text{Yearly consumption of country}}{\text{Population of country}} \tag{1}
\]

Fig. 1. Electricity consumption per capita [6]

![Fig.2. Residential and commercial electricity demand in Ghana from 2007 - 2016](image)

The situation in Ghana is of no difference; a report by the Energy Commission of Ghana shows that residential electricity demand has increased over the past nine-year as compared with
commercial/non-residential demand for electricity (Fig.2). The average electricity consumption in 2016 in Ghana was 2,647GWh for residential and 1,196GWh for commercial [8].

2.2 SOCIAL PSYCHOLOGICAL FACTORS INFLUENCING RESIDENTIAL ELECTRICITY CONSUMPTION BEHAVIOUR

As per [2], the home is the basic unit of electrical energy consumption, and hence, there is a need to study and identify the factors that contribute to energy consumption in the home. The literature argues that diverse families have diverse structures, ideological concepts, and cultural backgrounds. Every family is anticipated to have different electricity load profiles based on the influence of categories of factors and their interactions. Subsequently, a different load profile also mirrors diverse family types and consumption patterns [2] [5] [9] [13] [18]. The section briefs some of the household characteristics that are reported to influence domestic electricity consumption.

The Family Size (FS), study reveals that there is a direct positive relationship between the FS and electricity consumption (EC), thus FS \( \propto \) EC. The family size includes the nuclear family (children and parents), extended family, and domestic staff in the house [2] [9].

Size of the House (SH): the SH (the type of house) and the number of rooms in a house is also believed to partially affect the electricity consumption pattern in a home [2] [9].

The Age Composition of Family Members (ACFM), the age of the family member significantly influences the electricity consumption in a home [9] in their studies. Reports showed that electricity consumption in a home is minimal (lesser) when the age of the family members is below fifty (50) years and above sixty-five (65) and higher when the age of the family members is within fifty to sixty-five (50-65) years [2].

Family Economic Situation (FES), the family FES thus the disposable family income, and the family income is believed to influence household electricity demand [2] [9].

Time Staying in the House (TSH), the daily average time spent in the house, is reported to influence the electricity consumption in the home [9].

Educational Level (EL): the EL of the family member is believed to influence the consumption of electricity home Gram-Hansen et al. (2005) cited in [2]. However, some researchers disagree with its effects on electricity consumption [19].

Time for Watching TV (TWTV): the time spent on watching television is argued to impact electricity consumption in the house [9].

Another factor that is believed to affect the consumption of electricity in a home is the social status of the family (SSF). However, social status is seen to have a different influence on electricity consumption. According to [20], a positive correlation exists between the socio-economic status of a family and household electricity consumption. On the other hand, [21] argues that there is no correlation between the family members' economic status and household electricity demand.

Additional influences such as the location of the family house, the type of car used by the family, the occupation of the family members, and the gender composition of the family are believed to influence the consumption pattern of households.

2.3 METHODS FOR MODELLING ENERGY CONSUMPTION

Energy modelling is seen to be a difficult task for engineers, academicians, and professionals [1]. Due to this, numerous methods have been adopted for energy modelling of which electrical energy is of no exception. According to [5], the techniques for modelling residential energy can be clustered into two categories, namely bottom-up and top-down. These categorisation terminologies are concerning the hierarchical position of data inputs as compared to the housing segment. These two main techniques are further divided into 8 [5], as presented in Fig.3.

Fig.3. Top-down and bottom-up modelling techniques for predicting residential energy consumption

In the top-down techniques, the models utilize the assessment of the entire residential sector energy consumption and other relevant variables to attribute the energy consumption to the characteristics of the housing sector in totality. On the other hand, “bottom-up” models compute the energy consumption of individual or groups of households and then generalize these results to symbolize the region or nation.

2.4 MACHINE LEARNING

Machine-Learning (ML) is referred to as the science of making computer programs and robots to study and conduct themselves like humans do whiles having an autonomous-enhancement in their learning over-time by nursing them data and data in the form of observations and real-world interactions [22]. Various ML algorithms have been applied in diverse real-world situations, which include (i) Education for prediction of students’ academic performance [23]. (ii) Finance for predicting future stock price movement [11] [24]. Energy for predicting monthly energy demand based on historical data [1] (iii) agriculture for predicting annual crop yields [25] [26] (iv) Health healthcare [27] [28]. However, ML application is not limited to only the area above the economy.
2.5 RELATED WORKS

Energy management is a global concern. As a result, several studies to promote energy efficiency through energy management have been carried out locally and globally. This section discusses, in brief, some of the studies and the techniques adopted.

The study by [1] proposed a soft-computing technique predictive model for predicting the monthly electricity demand in the Bono region of Ghana based on historical weather and electricity demand data. Using a multi-layer perceptron (MLP), decision tree (DT), and support vector machine (SVM), the author achieved an accuracy of 80.57% for DT, 95% for MLP, and 67.2% for SVM. However, the study concluded that consumer’s lifestyles could not be left out when predicting electricity demand. Hence, future studies should consider this feature for high prediction accuracy. Likewise, an enhanced convolutional neural network (ECNN) and enhanced support vector regression (ESVR) predictive model for forecasting short-term electricity price and load in smart grids based on historical load demand and electricity price was proposed in [29]. XG-Boost (XGB), decision tree (DT), Recursive Feature Elimination (RFE), and random forest (RF) were used for feature selection and extraction. The authors, in their conclusion, reported that their proposed ESVR achieved almost 1% improved accuracy than the existing Support Vector Regression (SVR).

Also, a hybrid of a feature selection technique and a multivariate linear regression model for forecasting predicts seasonal power demand of households Tokyo based on consumers’ lifestyle data was proposed by [9]. The study showed that lifestyle data is highly efficient for electricity demand forecasting. Household factors, which included age, family composition, house type, and others, served as the independent variables. However, the study concentrated on classifying the future load demand for residential electricity users as base-power consumption, summer-power consumption, and winter-power consumption, but did not predict the actual energy value. Similarly, in [12], a short-term domestic load forecasting based on LSTM recurrent neural network using a publicly available set of real residential smart meter data was proposed. The proposed model demonstrated comparable results with other state-of-the-art models. However, the effectiveness of the proposed model against other models was only based on the MAPE metric, which makes it hard to compare to other works.

Similarly, the association between domestic electricity consumption and income was analysed for Algeria within 1970–2013, by valuing a domestic electricity consumption per capita demand function based on the Gross Domestic Product (GDP) per capita. Though the study did not predict future residential electricity demand, it concluded that stimulating growth among Algerians could be useful to reduce the residential electricity consumption, as a higher income level might use more energy-efficient electrical machines. In [18], authors combined household-reported electrical gadget data and online sales of a residential electrical appliance to forecast the present and future residential electricity demand in Nigeria. The study concluded that the economic conditions of consumers should be a key feature for future studies. Furthermore, the household energy use and appliance ownership in Ireland were examined using Logit Regression (LR) analyses on a massive micro-dataset [21]. The study results revealed that the methods of space and water-heating used by a household are even more critical than electrical machines in clarifying residential energy usage.

The above literature reveals that there are numerous related studies on forecasting electricity demand, but only a few studies are based on forecasting residential electricity demand based on lifestyle information of a household, which also includes the life stage. Again, as the lifestyle of a household differs from region to region as argued in [2] [9], it makes a little difficult to a generalized an electricity demand predictive model based on lifestyle data from one or two regions. Moreover, the current study becomes the first residential electricity demand prediction in Ghana based on users’ lifestyle to the best of our knowledge.

3. MATERIALS AND METHODS

This section presents the materials and methods adopted for the implementation of the proposed residential electricity demand predictive model based on household lifestyle data using machine artificial neural networks.

3.1 SAMPLE SELECTION AND LOCAL AREA DATA

A total of 350 households were randomly selected from 6 communities within the Sunyani Municipality. A semi-structured questionnaire designed approach was adopted to design 14 sets of questions to obtain the lifestyle of participants. The questionnaire was pretested with five households in Sunyani area 4 to examine how easy it was to understand and provide adequate answers needed from the participants. Comments from these five households were added to fine-tune the questionnaires. The questionnaires were then administered within 35 days with the help of three trained research assistants. The Table 1 shows the household distribution of the current study.

<table>
<thead>
<tr>
<th>Community</th>
<th>No. of household</th>
<th>Percentage (%) (n = 350)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area 4</td>
<td>33</td>
<td>9.43%</td>
</tr>
<tr>
<td>New Dorma</td>
<td>67</td>
<td>19.14%</td>
</tr>
<tr>
<td>Yawhema</td>
<td>39</td>
<td>11.14%</td>
</tr>
<tr>
<td>Kotokrom</td>
<td>55</td>
<td>15.71%</td>
</tr>
<tr>
<td>Abesim</td>
<td>65</td>
<td>18.57%</td>
</tr>
<tr>
<td>Baakoniaba</td>
<td>68</td>
<td>19.43%</td>
</tr>
<tr>
<td>Estate</td>
<td>23</td>
<td>6.57%</td>
</tr>
</tbody>
</table>

3.2 RESEARCH DESIGN

The cross-industry process for data mining (CRISP-DM) modelling process [30] was adopted for this study (Fig.4). The CRISP-DM method offers an organised approach for planning data mining and forecasting studies. Its iterative process offers a continuously learning and improves communication of insight and forecasting power. Most of the tasks involved in this model can be executed in a different order, and it will often be necessary to do a volte-face to previous tasks and echo certain activities. The CRISP-DM model has six phases, namely: study objectives, data understanding, data preparation, modelling, evaluation,
deployment/publish results. The first phase study objective covers ascertaining the aim and objectives, which, when well-understood, leads to the gathering of the correct data.

Phase two covers visualisation of the research data, to give a better understanding, and identification of discrepancies, and deviation in the dataset. In the third phase, the obtained dataset is pre-processed by identifying missing values, if any, and treating them appropriately by scaling or by normalisation of the dataset for better/accurate prediction. The dataset for the current study was scaled in the range of [0, 1] and by dividing every value in the dataset by the maximum value to get the new value. The feature extraction and selection techniques are applied in this same phase to the select the significant feature. In this study, the root means square error (RMSE) metric is used to select the significant feature. The next phase is the modelling phase, where the selected features serve as input (independent) variables to our MLP model to predict the expected (dependent variable) future residential electricity demand. The predicted values (ŷ) are then compared with the actual values (y) to evaluate the performance of the model in the evaluation phase. The error metrics used in this study are discussed in detail in section 3.4 of this paper. Lastly, the deployment or publish results phase; at the stage, the results and findings obtained from the empirical study are communicated to the scientific community.

![Fig.4. Adopted Study Framework][30]

### 3.3 MODELLING APPROACH

ANN algorithm was adopted for the current study based on its high accuracy levels in energy prediction, as discussed in section 2.5 of this paper. A supervised ML technique was used in this study, where household lifestyle served as input parameters, while actual monthly electricity consumption of participants from the supply authority served as the output target in the proposed network. Implementation was done with Python on the Anaconda framework.

Data mining and classification problems are usually expedited with optimization problem “feature selection” for choosing the essential features from various input sets while producing the same output. Although several algorithms have been developed, on the other hand, none is universally accepted to be the finest for all conditions. Therefore researchers are still trying to come up with improved solutions [31]. Artificial Neural Networks (ANNs) are a computer-based copy of the human brain composed of many “neurons” that work together to accomplish the desired purpose. They can be used for pattern recognition, classification, image matching, feature extraction, prediction, and noise reduction.

ANNs can learn and generalise, as mentioned earlier [32]. The proposed model comprises of two ANN multi-layer perceptron model. Thus, backpropagation trained ANN (BPANN_1) for feature selection and (BPANN_2) for prediction (Fig.5).

The current study adopted [32] ANN algorithm for feature selection. The approach aimed at varying the weights of the different features to minimise the error in the actual value (y) and the predicted value (ŷ). So that the feature that possess lower weight was considered not important hence, rejected.

For BPANN_1, let N be the number of observations \( N_{\text{neuron}} \) and \( K_1 \) the number of features. Two classes produced (-1/+1). Where \( X \) is the matrix, and the rows denote the features and, the columns signify the observations, and \( y \) indicates the class of an observation. All features were given equal weights at the start. For each feature (\( X_k \)) is associated with a weight \( \delta_k \).

Let \( D_k \) represent a diagonal matrix representing the weights of the features.

\[
\delta_k \in [0,1] \quad k = 1,2,...,K
\]

Let \( \delta_{k+1} \) is the weight linked to the fixed input (bias)

\[
\delta_{k+1} = 1
\]

Let \( X_1 \) be as follows:

\[
X_1 = D \cdot [x:1]
\]

The network is then defined as one hidden layer and one linear combination, where \( S_0 \) of dimension \((N,N_{\text{neuron}})\) represent the output of the hidden layer.

\[
S_0 = \theta(W_0 X_1)
\]

where \( W_0 \) is a random matrix with dimension \((N, N_{\text{neuron}} + K_{1+1})\). Let \( Y_0 \) be the output of the network.

\[
Y_0 = S_0 W
\]

where, \( W \) is the weight vector of dimension \((N, N_{\text{neuron}}, 1)\), \( \delta_k \) represents the weight of feature and \( X_k \) represents a feature degree of importance. The weights of different features were varied to minimise the error, and if the coefficient \( \delta_k \) is high, then its
corresponding feature $X_i$ is of impotence. While if $\delta_i$ is low, then feature $X_i$ is of no importance. A feature was considered extra important when its weight is more significant. The aim here was to ensure that the weight of the unimportance feature reduces nearly to zero thereby minimising the errors ($E$). $E$ is computed as expressed in Eq.(7) given by [32].

$$E = \frac{1}{2} (Y_e - Y)^T (Y_e - Y)$$  \hfill (7)

Finally, features with corresponding significance weight more than 0.5 were picked, while features with corresponding weights less than 0.5 were treated as unimportant features and were rejected.

For BPANN_2, let the output of BPANN_1 be presented by dataset (DS) comprises $(x_1,y_1), (x_2,y_2),\ldots,(x_n,y_n)$ where $x_i \in R^m$. With one hidden layer and fifty hidden neuron, proposed BPANN_2 learns function $f(x)$ is given in Eq.(8). The maximum iteration was set to 5000, optimizer = Limited-memory BFGS (libfgs).

$$f(x) = W_{2x} \times (W_{1x}^T x + b_1) + b_2$$  \hfill (8)

where $W_1 \in R^{n \times m}$ and $W_1, b_1, b_2 \in R$ are parameters for BPANN_2, and $W_2 \in R$ represents the input and hidden layer weights, respectively; $b_1, b_2$ represents biased at the hidden and output layer, respectively. The activation function ($g(.)$) adopted for BPANN_2 in the current study was the hyperbolic tan as in Eq.(9). The square Error loss function (Eq.(10)) was adopted. With an initial random weight, the loss function was optimised by repeatedly updating the weights. We compute the loss and propagates backwards pass from output to the previous layer, providing individual weight parameter with a modernise value meant to reduce the loss.

$$g(z) = \left\{ \frac{e^{z} - e^{-z}}{e^{z} + e^{-z}} \right\}$$  \hfill (9)

$$Loss(\hat{y}, y, w) = \frac{1}{2} \| y - \hat{y} \|^2 + \frac{\alpha}{2} \| w \|^2$$  \hfill (10)

### 3.4 EVALUATION METRICS

The following error metrics discussed by [1] are used in measuring the performance of the proposed forecast model:

**Root Means Squared Error (RMSE):** This index estimates the residual between the actual value and predicted value. A model has better performance if it has a smaller RMSE. An RMSE equal to zero represents a perfect fit.

**Mean Absolute Percentage Error (MAPE):** This index indicates an average of the absolute percentage errors; the lower the MAPE, the better.

**The Correlation Coefficient ($R$):** This criterion reveals the strength of relationships between actual values and predicted values. The correlation coefficient has a range from 0 to 1, where higher $R$ means it has an excellent performance measure.

$$RMSE = \sqrt{\frac{1}{m} \left( \sum_{i=1}^{m} (t_i - \hat{y}_i) \right)}$$  \hfill (11)

$$MAPE = \frac{1}{m} \left( \sum_{i=1}^{m} \left| \frac{t_i - y_i}{t_i} \right| \right) \times 100$$  \hfill (12)

$$R = \frac{\sum_{i=1}^{m} (t_i - \bar{t})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{m} (t_i - \bar{t})^2 \sum_{i=1}^{m} (y_i - \bar{y})}}$$  \hfill (13)

where $\bar{t} = \frac{1}{m} \sum_{i=1}^{m} t_i$ and $\bar{y} = \frac{1}{m} \sum_{i=1}^{m} y_i$ are the average values of $t_i$ and $y_i$, respectively and $t_i$ is the actual value, $y_i$ is the predicted value produced by the model, and $m$ is the total number of observations.

### 4. EXPERIMENTAL SETUP

The Table.2 shows the initially obtained features out of the administered questionnaires and how they were abbreviated. The qualitative response from respondents was first coded using dummy variables. Afterwards, all the 350 received responses were queued with Microsoft Excel into a comma-separated values (CSV) file format. The implementation of the proposed model was carried in Python using the Anaconda framework and Scikit-learn libraries.

Table.2. Initially selected features

<table>
<thead>
<tr>
<th>Features and Abbreviations</th>
<th>Features and Abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residential location (RL)</td>
<td>Age of family head (AFH)</td>
</tr>
<tr>
<td>Employment sector of the family head (ESFH)</td>
<td>Type of employment of family head (TEFH)</td>
</tr>
<tr>
<td>Nature of Employment (NE)</td>
<td>Apartment Type (APT)</td>
</tr>
<tr>
<td>Marital status (MS)</td>
<td>Living with family (LWF)</td>
</tr>
<tr>
<td>Family size (FS)</td>
<td>Family male-dominated or female-dominated (FMFD)</td>
</tr>
<tr>
<td>The monthly salary of the family head (MSFH)</td>
<td>Own personal vehicle (OPV)</td>
</tr>
<tr>
<td>Number of vehicles Owen (NVO)</td>
<td>Vehicle type (VT)</td>
</tr>
<tr>
<td>Electricity consumption per month (ECPM)</td>
<td></td>
</tr>
</tbody>
</table>

### 4.1 RESULTS AND DISCUSSION

This section presents the results and discussion of the proposed ANN prediction framework for forecasting electricity demand of residential users based on their household lifestyle.

#### 4.1.1 Feature-Selection:

Feature-selection is the process of selecting a subset of features from a given set of features, by so doing selecting the feature with less noise, which interned increase the accuracy performance of the model and reduce training and prediction time. All fourteen features were input to the first phase of our proposed
model discussed in section 3.3 of this paper. The feature importance ranking (Fig.6) reveals that the vehicle type (VT) (saloon or sport utility vehicle) owned by the head of the household was the social-psychological that highly determines the electrical consumption of the household. The vehicle one use is an indication of one’s economic growth, and as argued in [33], economic growth raised power consumption. Followed by the monthly salary of the family head (MSFH), age of family head (AFH), marital status (MS), and nature of employment (NE).

The results affirm the study by Guo et al. [2] and Nishida et al. [9] that the age of the household is a huge determinant of household energy consumption. The results reveal a link between the VT and MSFH, which can be interpreted as the amount of monthly salary one received has a bearing on the car, he/she drives, which in a way also determine the number of electrical appliance and equipment used in the household. On the other hand, it can be deduced that the socio-economic status of the country and its people determine the amount of electrical energy consumed. The results affirm the findings presented by [20] [34].

Consequently, the results disagree with [21] report that concluded that there is no positive relationship between household electricity consumption and the household socio-economic status. The VT was the top-most relevant feature revealed from this study, implies that the state authorities can partially estimate electricity demand based on the number of the vehicle its citizens register with their vehicle and licenses authority. The Table.3 shows the summary of a traditional stepwise linear regression model that is set up to verify the output of the proposed ANN feature selection model. The result affirms VT as the most significant feature followed by MS. However, MS, which our proposed found to be the fourth most significant, was third; nonetheless, there is an agreement between the two models.

Models performance without feature selection: The Table.4 shows the error metric measure of models without feature selection. The results reveal that the proposed forecast model (PBANN_2) without feature selection recorded a RMSE of 0.006569 and MAE 0.006132 compared with (RMSE = 0.0657 and MAE = 0.05714) for DT. The results reveal that even without a feature selection, the ANN algorithms offer a better fit in electricity load forecasting than the DT and SVR. The model’s prediction compared with actual household consumption (Fig.7) affirms the error metrics in Table.4. This outcome affirms the reason why several studies in this field using AI prefer the ANN over other algorithms.

![Fig.6. Feature Importance Ranking](image)

### Table.3. Linear Stepwise correlation analysis

<table>
<thead>
<tr>
<th>Model</th>
<th>( R )</th>
<th>( R^2 )</th>
<th>Adjusted ( R^2 )</th>
<th>Std. Error of the Estimate</th>
<th>( \Delta R^2 )</th>
<th>( \Delta F )</th>
<th>df1</th>
<th>df2</th>
<th>Sig. F Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.549</td>
<td>.301</td>
<td>.285</td>
<td>65.480</td>
<td>.301</td>
<td>18.975</td>
<td>1</td>
<td>44</td>
<td>.000</td>
</tr>
<tr>
<td>2</td>
<td>.627</td>
<td>.394</td>
<td>.366</td>
<td>61.701</td>
<td>.092</td>
<td>6.554</td>
<td>1</td>
<td>43</td>
<td>.014</td>
</tr>
</tbody>
</table>

a. Predictors: (Constant), VT  
b. Predictors: (Constant), VT, MS  

<table>
<thead>
<tr>
<th>Models</th>
<th>RMSE</th>
<th>MAE</th>
<th>( R^2 )</th>
<th>Training Time</th>
<th>Testing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPANN_2</td>
<td>0.006569</td>
<td>0.006132</td>
<td>0.02863</td>
<td>0.4</td>
<td>0.001</td>
</tr>
<tr>
<td>DT</td>
<td>0.0657</td>
<td>0.05714</td>
<td>0.06919</td>
<td>0.001</td>
<td>0.00001</td>
</tr>
<tr>
<td>SVR</td>
<td>0.08816</td>
<td>0.06911</td>
<td>-0.92494</td>
<td>0.002</td>
<td>0.00001</td>
</tr>
</tbody>
</table>

![Fig.7. Models predicted output against actual values](image)

Models performance with feature selection: The Table.5 shows the error metrics values of the models with the feature selection model (BPANN_1) been implemented. With the feature selection in place, the training time of the proposed model, reduce to 0.017 seconds as compared to 0.4 seconds without feature selection. The outcome reveals that applying feature selection can reduce the training time and testing time of a model by 95.75% with data size. The outcome affirms [31] reports that feature
selection offers quicker training and testing time in addition to increasing the model’s accuracy. The RMSE of 0.00725 and MAE of 0.00976 for the proposed model (BPANN_1) reveal enhancement in the accuracy of the proposed model with feature selection techniques.

The models predicted values against the actual household energy consumption (Fig.8) show that the proposed ANN model (BPANN_2) once again outperformed traditional DT and SVR. However, it is noticed from the results (Fig.8) that both the DT and BPANN_2 prediction accuracy have increased after feature selection. The results reveal that the proposed forecast model can effectively forecast feature residential electricity demand based on household lifestyle at an accuracy of 94.3%. That is, the error rate for the proposed system is 5.7%. The results imply that residential users of electricity can effectively project their electricity demand in feature based on the lifestyle they wish to live in the future. Thus, it would offer them the opportunity to plan their budgets to prevent any unexpected shortage of electricity due to their purchasing power.

Table 5. Models error metric measure with feature selection techniques

<table>
<thead>
<tr>
<th>Models</th>
<th>RMSE</th>
<th>MAE</th>
<th>$R^2$</th>
<th>Training Time</th>
<th>Testing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPANN_1 + BPANN_2</td>
<td>0.000726</td>
<td>0.000976</td>
<td>0.00252</td>
<td>0.017</td>
<td>0.0001</td>
</tr>
<tr>
<td>BPANN_1 + DT</td>
<td>0.00168</td>
<td>0.0036</td>
<td>0.013504</td>
<td>0.002</td>
<td>0.00001</td>
</tr>
<tr>
<td>BPANN_1 + SVR</td>
<td>0.008365</td>
<td>0.00555</td>
<td>-0.78633</td>
<td>0.001</td>
<td>0.00001</td>
</tr>
</tbody>
</table>

Fig.8. Models performance after feature selection

5. CONCLUSION AND DIRECTION FOR FUTURE RESEARCH

Electricity is an essential commodity in everyone’s life and a conduit for economic development in every country. The growth rate of electricity demand in residential facilities keeps increasing over the years. However, several studies based on electricity forecasting overlooks this area, and the few studies that were focused in this area based their prediction on weather parameters as independent variables to their forecast models. On the other hand, residential electricity consumption is mainly based on household lifestyle. Therefore, the current study sought to forecast residential electrical energy consumption based on household lifestyle using an artificial neural network.

The experimental setup with 350 household lifestyle data randomly selected towns in the Sunyani Municipality in the Bono region of Ghana revealed that the type of vehicle used by heads of households was the most significant lifestyle feature in residential electricity load forecasting. Furthermore, the proposed model’s accuracy (94.3%) as compared to the traditional machine learning such as SVR and DT shows that the proposed model can effectively forecast residential electricity consumption at an error rate of 5.7%.

Also, the use of actual electricity consumption (kWh) as the target variable compared to the amount (Ghana cedis) spent on electricity monthly by a household, makes the outcome of this study independent of the country’s socio-economic factors such as gross domestic product, exchange rate, and inflation. Since the actual units (kWh) consumed by a household dependent on the household energy management lifestyle and not the country’s socio-economic factors. In summary, the current study contributions are as follows: (i) An ANN-based feature-selection technique for optimal selection of the most significant independent variables. (ii) An empirical comparison of the proposed ANN model compared with other state-of-the-art forecast models. (iii) We add to the scarcity in the literature on residential load forecasting based on household lifestyle. (iv) To the best of our knowledge, this study is the first load forecasting of residential electricity consumption based on household lifestyle in Ghana.

However, the accuracy of the forecast model is one of the evaluation metrics for a good forecast model. Therefore, despite the achieved accuracy measured in this study, we believe that there is more room for improvement. Hence, in future, we look forwarded to add diverse independent parameters such as weather data and more household lifestyle data (such as the number of electrical appliances and the average time of use) using hybridization of several state-of-the-art machine learning algorithms to optimize feature selection of parameters for better accuracy measure.
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