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Abstract
To meet the increasing computational demands, geographically distributed resources need to be logically coupled to make them work as a unified resource. In analyzing the performance of such distributed heterogeneous computing systems scheduling a set of tasks to the available set of resources for execution is highly important. Task scheduling being an NP-complete problem, use of meta-heuristics is more appropriate in obtaining optimal solutions. Schedules thus obtained can be evaluated using several criteria that may conflict with one another which require multi objective problem formulation. This paper investigates the application of an elitist Non-dominated Sorting Genetic Algorithm (NSGA-II), to efficiently schedule a set of independent tasks in a heterogeneous distributed computing system. The objectives considered in this paper include minimizing makespan and average flowtime simultaneously. The implementation of NSGA-II algorithm and Weighted-Sum Genetic Algorithm (WSGA) has been tested on benchmark instances for distributed heterogeneous systems. As NSGA-II generates a set of Pareto optimal solutions, to verify the effectiveness of NSGA-II over WSGA a fuzzy based membership value assignment method is employed to choose the best compromise solution from the obtained Pareto solution set.
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1. INTRODUCTION

A heterogeneous computing (HC) environment comprises of a distributed suite of different high-performance processors, interconnected with high-speed networks to efficiently solve computationally intensive problems with diverse computational needs [1]. The applicability and strength of HC system lie in satisfying the computing needs by assigning appropriate resources. This problem of task scheduling is complex due to the high degree of resource heterogeneity and the large number of tasks submitted by different users or applications. In the HC environment considered here, the tasks are assumed to be independent, i.e., no interaction takes place between the tasks. This scenario is likely to be present, for instance, when many independent users submit their tasks to a collection of shared computational resources. Due to the importance of static scheduling in analysis and performance evaluation of certain systems, this paper considers static scheduling of tasks. High-powered computational grids [2] also may utilize static scheduling techniques to distribute resources and computational power. It is also assumed that each processor executes a single task at a time, in the order in which the tasks are assigned and no preemption of tasks takes place.

Certain heuristics that are fast, straightforward and easy to implement have been used in finding near-optimal solutions. Some of them are Sufferage [3], min-min [4], max-min [4], LJFR-SJFR [5], min-max [6], etc. From a computational complexity perspective, task scheduling is computationally hard. To improve the quality of solutions, and overcome the practical difficulty in solving large-scale optimization problems meta-heuristics have been presented for task scheduling problem. The most popular of meta-heuristic algorithms are ant colony optimization (ACO) [7], simulated annealing (SA)[8], genetic algorithm (GA)[9], and particle swarm optimization (PSO)[11],[12]. Braun et al [10] described eleven heuristics and compared them on different types of HC environments which illustrates that the GA scheduler can obtain better results in comparison with others. Most of the available heuristics and meta-heuristics aimed at minimizing the makespan of the schedule.

Very few attempts have been made to minimize flowtime or both flowtime and makespan on HC environments. In [6] five popular heuristics for minimizing makespan and flowtime are compared. However the objectives are evaluated separately. Xhafa et al [13] used Genetic Algorithm-based schedulers for computational grids. In this, multiple GA operators are implemented and compared to find the best GA scheduler for this problem. In [14] the authors also focused on Struggle Genetic Algorithms and their tuning for scheduling of independent tasks in computational grids. The authors in [15] exploited the capabilities of Cellular Memetic Algorithms (CMA) for obtaining efficient batch schedulers for grid systems. Abraham et al [16] illustrated the usage of several nature inspired meta-heuristics (SA, GA, PSO, and ACO) for scheduling tasks in computational grids using single and multi-objective optimization approaches. Also Xhafa and Abraham [17] have reviewed the most important concepts from grid computing related to scheduling problems and their resolution using heuristic and meta-heuristic approaches. Several works are available in literature that deals with scheduling dependent tasks which are not cited in this paper.

In the case of independent tasks, makespan and flowtime are two important objectives that are to be considered in obtaining optimal solutions. Makespan is the time when an HC system finishes the last task and flow time is the sum of finalization times of all the tasks. Hence this scheduling problem is formulated as a multi-objective problem with the goal of minimizing the makespan and flowtime of the system. The recent development of Multi-Objective Evolutionary Algorithm (MOEA) algorithms is gaining popularity in several applications. This combines two major disciplines: evolutionary computation and the theoretical frameworks of multi-criteria
decision making. There are two general approaches to multiple objective optimizations. One approach to solve multi-objective optimization problems is by combining the multiple objectives into a scalar cost function, ultimately making the problem single-objective prior to optimization. However, in practice, it can be very difficult to precisely and accurately select these weights as small perturbations in the weights can lead to very different solutions. These methods also have the disadvantage of requiring new runs of the optimizer every time the preferences or weights of the objectives in the multi-objective function change [18]. Most of the existing solutions use this approach to solve the multi-objective optimization problem. The second general approach is to determine an entire Pareto optimal solution set or a representative subset. Pareto optimal solution sets are often preferred to single solutions because they can be practical when considering real-life problems, since the final solution of the decision maker is always a trade-off between crucial parameters [19].

In this paper the modularity and scalability of the two algorithms NSGA-II and WSGA has been tested using the benchmark of Braun. [10], which is known to be the most difficult benchmark for static instances of the problem. It consists of instances that try to capture the high degree of heterogeneity of processors and workload of tasks. A fuzzy based membership value is applied to the Pareto optimal set obtained with NSGA-II to determine the best solution in the set for effective comparisons.

The remainder of this paper is organized as follows. Section 2 formulates the problem. Section 3 gives a general introduction to multi-objective optimization. Description of multi-objective genetic algorithms NSGA-II and WSGA procedure for solving task scheduling problem is presented in Section 4. Experimental details and simulation results are presented in Section 5 and finally, Section 6 concludes with finishing remarks and future work.

2. PROBLEM FORMULATION

Real-world HC systems, are complex combinations of hardware, software and network components. Let \( T = \{T_1, T_2, \ldots, T_n\} \) denote the set of tasks that are independent of each other to be scheduled on \( m \) processors \( \{P_1, P_2, \ldots, P_m\} \) within the HC environment. As the scheduling is performed statically an estimation of the computational load of each task and the computing capacity of each resource in the HC environment is assumed to be available a priori. This formulation is practically applicable as the computing capacity and computational needs can be known from user specifications, historic data or prediction. This information can be contained in an Expected Time to Compute (ETC) matrix where each position ETC\([n][m]\) indicates the expected time to compute task \( n \) in processor \( m \). A row in an ETC matrix contains the ETC for a single task on each of the available processors. A simple example ETC matrix with details for 4 tasks and 2 processors is given in Table.1.

<table>
<thead>
<tr>
<th>Task</th>
<th>Processor 1</th>
<th>Processor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Task 2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Task 3</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Task 4</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

In order to simulate various possible heterogeneous scheduling problems as realistically as possible, benchmarks of instances are generated capturing different characteristics of distributed heterogeneous systems such as consistency of computing, heterogeneity of processors and heterogeneity of tasks [3][10].

This problem is formulated to achieve minimum makespan and minimum mean flowtime. Makespan, is the time when last task is finished and flowtime includes the sum of finalization times of all the tasks. Makespan and flowtime values are in incomparable ranges, as flow-time has a higher magnitude order over makespan, and its difference increases as more tasks and processors are considered. For this reason, the mean flow-time is considered as an objective defined as follows:

\[
\text{makespan} : \min \{ \max_{\text{Sched}\text{Tasks}} F_i \} \quad (1)
\]

\[
\text{flowtime} : \min \{ \sum_{\text{Sched}\text{Tasks}} F_i \} \quad (2)
\]

\[
\text{av.flowtime} : \frac{\text{flowtime}}{P} \quad (3)
\]

where \( F_i \) denotes the time when task \( t \) finalizes, \( \text{Sched} \) is the set of all possible schedules and Tasks the set of all tasks to be scheduled. \( P \) represents the total number of processors.

3. MULTI-OBJECTIVE OPTIMIZATION

A Multi-objective Optimization Problem (MOP) differs from a single-objective optimization problem as it contains several objectives to be optimized. In single objective optimization problems, the goal is to obtain the best single solution. But for multi-objective problems, with several and possibly conflicting objectives, there is no single solution but rather a set of potential solutions.

A general formulation of a MOP consists of a number of objectives with a number of inequality and equality constraints. Mathematically, the problem is written as [20]

\[
\begin{align*}
\text{Minimize/Maximize } & f_i(x) \text{ for } i = 1, 2, \ldots, n \\
\text{subject to constraints: } & g_j(x) \leq 0, j = 1, 2, \ldots, J, \\
& h_k(x) \leq 0, k = 1, 2, \ldots, K.
\end{align*}
\]

where

\[
f_i(x) = \{f_{i1}(x), \ldots, f_{in}(x)\},
\]

\( n \) = number of objectives or criteria to be optimized,
\( x = \{x_1, \ldots, x_p\} \) is a vector of decision variables,
\( p \) = number of decision variables.

As stated earlier, there are two approaches to solve the MOP. One approach is the classical weighted-sum approach where the
objective function is formulated as a weighted sum of the objectives. But the problem lies in the correct selection of the weights or utility functions to characterize the decision-makers preferences. The second approach called Pareto-optimal solution have no unique or perfect solution, but a set of non-dominated, alternative solutions, known as the Pareto-optimal set. For a minimization problem, dominance is defined as follows. A solution \( \mathbf{u} = (u_1, \ldots, u_n) \) is said to dominate \( \mathbf{v} = (v_1, \ldots, v_n) \) if and only if \( u \) is partially less than \( v \)

\[ \forall i \in \{1, \ldots, n\}, u_i \leq v_i \land \exists i \in \{1, \ldots, n\}, u_i < v_i \]

A solution \( x_u \in U \) is said to be Pareto-optimal if and only if there is no \( x_v \in V \) for which \( v = f(x_v) = (v_1, \ldots, v_n) \) dominates \( u = f(x_u) = (u_1, \ldots, u_n) \).

Pareto-optimal solutions are also called efficient, non-dominated, and non-inferior solutions. The set of all non-dominated solution is known as the non-dominated set of the problem. The elements in the Pareto set has the property that it is impossible to further reduce any of the objective functions, without increasing, at least, one of the other objective functions. The ability to handle complex problems, involving several processors.

4. MULTI-OBJECTIVE GENETIC ALGORITHM FOR TASK SCHEDULING

Being a population based approach; GA is well suited to solve MOPs. The ability of GA to simultaneously search different regions of a solution space makes it possible to find a diverse set of solutions for difficult problems. The crossover operator of GA exploits structures of good solutions with respect to different objectives to create new non-dominated solutions in unexplored parts of the Pareto front.

4.1 WEIGHTED SUM GENETIC ALGORITHM (WSGA)

The initial population \( P_0 \) is generated randomly to contain predefined number of chromosomes (schedules) represented as a string of length equal to the number of tasks. The value corresponding to each position \( i \) in the string represent the processor to which task \( i \) is allocated. Considering the availability of 7 tasks and 3 processors, a schedule and the task allocation can be represented as depicted in Fig. 1.

<table>
<thead>
<tr>
<th>1</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>2</th>
<th>1</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor 1</td>
<td>Task 1</td>
<td>Task 4</td>
<td>Task 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Processor 2</td>
<td>Task 3</td>
<td>Task 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Processor 3</td>
<td>Task 2</td>
<td>Task 7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Schedule representation

In this method, the makespan given in (1), the average flow-time in (3) are weighted according to their relative importance and the weighted functions are added together to produce the objective function as

\[ \text{Min } f = w_1 \times \text{makespan} + w_2 \times \text{avg. flowtime} \] (5)

where weights \( w_1 \) and \( w_2 \) are chosen such that the sum of weights will be equal to one. As the aim is to minimize the combined objective function, the individual that has a lower fitness value will be the best one.

This problem uses a Binary Tournament Selection to select good individuals for reproduction. Selection is done by making two randomly selected individuals to participate in the tournament and choose the best among them. This scheme probabilistically duplicates some chromosomes and deletes others, where better mappings have a higher probability of being duplicated in the next generation. Investigations prove that this is comparatively better than other selection methods suitable for the problem [13].

Genetic algorithm uses two operators to generate new solutions from existing ones: crossover and mutation. Crossover obtains descendants of better quality that will feed the next generation and enable the search to explore new regions of solution space not explored yet. This is achieved by selecting individuals from the parental generation and interchanging their genes to obtain new individuals. A single point crossover is used in this problem with a high probability.

Mutation alters one ore more gene values in an individual from its initial value preventing the population from stagnating at any local optima. As movement of tasks between processors is considered to be effective, the swap mutation operator used here interchanges the allocation of two tasks assigned to two different processors.

This completes one generation of the GA. All the individuals available at the end of the first iteration will be treated as parents for the second iteration. This procedure is repeated for the number of iterations as given by the user.

4.2 NON-DOMINATED SORTING GENETIC ALGORITHM (NSGA– II)

Pareto-based fitness assignment was first proposed by Goldberg [21], the idea being to assign equal probability of reproduction to all non-dominated individuals in the population. NSGA-II uses a fast non-dominated sorting procedure with complexity \( \mathcal{O}(kN^2) \), [23]. A, a combined ranking and crowding distance approach is used to ensure the diversity of the individuals within the population. An initial population \( N \) is generated. From this \( N \) offsprings are generated using selection, crossover and mutation operations. Both the parent and offspring individuals are combined to form a population of \( 2N \) individuals and sorted based on non-domination into various fronts. In addition a new parameter called crowding distance is calculated for each individual. The crowding distance is a measure of how close an individual is to its neighbors. Each individual is assigned a fitness based on front in which they belong to. Individuals in first front with a larger crowding distance is assigned with a minimum fitness and one in the higher front with less crowding distance is given a higher fitness value. Based on fitness values determined, \( N \) individuals are selected having less fitness values.
Implementation of NSGA-II requires the determination of some fundamental issues. After initializing the population the following schemes are employed [22],[23].

4.2.1 Non-Dominated Sort:
Non-dominated sorting is used to classify the population to identify the solutions for the next generation. This allows a global non-domination check among the offspring and parent solutions. The procedure for sorting is implemented as given below

Step 1: For each solution p in population N.
Step 2: For each solution q in population N.
Step 3: If q not equal to p
   Compare p and q for all ‘m’ objectives
Step 4: If for any q, p is dominated by q mark solution p as dominated.

The solutions, not marked, are called non-dominated solutions, which form the first non-dominated front in the population. The process is repeated with the remaining solutions for other higher non-domination fronts until all the populations are classified into different fronts.

4.2.2 Crowding Distance:
The basic idea behind the crowding distance calculation is the determination of Euclidian distance between each individual in a front based on their m objectives in the m dimensional space. All the individuals in the population are assigned a crowding distance value as the individuals are selected based on rank and crowding distance. Crowding distance is assigned front wise as below

Step 1: For all j individuals in each front F_k, initialize the distance to be zero, F_k(d_j) = 0, where j corresponds to the j^{th} individual in front F_k .
Step 2: For each objective function m, sort the individuals in front F_k based on objective m, I = sort(f_m).
Step 3: For m=1,2,...........,M assign a large distance to the boundary solutions or I(d_m) = \infty and I(d_m) = \infty.
Step 4: For j = 2 to (n – 1)
   \[ I(d_m) = \frac{I(d_m) + I(j+1)f_m - I(j-1)f_m}{f_m^{max} - f_m^{min}} \]
I(j)f_m is the value of the m^{th} objective function of the j^{th} individual in I.

4.2.3 Selection:
The selection of solutions is performed using a Crowded Tournament Selection Operator given as below:
A solution x wins the tournament with another solution y if any of the following conditions are true.
1. If solution x has a better rank, i.e., r_x < r_y .
2. If x and y hold the same rank then solution x has a better crowding distance than solution y, that is r_x = r_y and d_x > d_y.

The first condition makes sure that the chosen solution lies on a better non-dominated front. The second condition resolves the tie of both the solutions being on the same non-dominated front by deciding on their crowded distance. The one residing in the less crowded area wins, that is, it has a larger crowding distance.

4.2.4 Genetic Operators:
Genetic algorithm uses two operators to generate new solutions from existing ones: crossover and mutation. Single point crossover and swap mutation is used by NSGA-II in this paper against the Simulated Binary Crossover and Polynomial Mutation that is normally implemented.

5. RESULTS AND DISCUSSIONS

In order to evaluate NSGA-II algorithm and WSGA and compare their performances a simulation model used in [10] is developed to generate several types of instances.

5.1 SIMULATION RESULTS

The simulation model in [10] is based on expected time to compute (ETC) matrix for 512 tasks and 16 processors. The instances of the benchmark are classified into 12 different types of ETC matrices according to the three following metrics: task heterogeneity, processor heterogeneity, and consistency. In ETC matrix, task heterogeneity is defined as the amount of variance possible among the execution times of the tasks. Processor heterogeneity represents the possible variation of the running time of a particular task across all the processors, both of which can be classified into low or high heterogeneity.

An ETC matrix is considered consistent if a processor p_j executes task t faster than processor p_i, then p_j executes all the tasks faster than p_i. Inconsistency means that a processor is faster for some tasks and slower for some others. An ETC matrix is considered semi-consistent if it contains a consistent sub-matrix. A semi consistent ETC matrix is characterized by an inconsistent matrix which has a consistent sub-matrix of a predefined size. All instances consist of 512 tasks and 16 processors and are labeled u- x- yy-zz that represents the following

u means uniform distribution (used in generating the matrix).
x means the type of inconsistency (c-consistent, i-inconsistent and s means semi-consistent).

yy indicates the heterogeneity of the tasks (hi–high, and lo–low).
zz indicates the heterogeneity of the processors (hi–high, and lo–low).

The results of all heuristic techniques are sensitive to the parameters. Hence, in setting the parameters, it is required to do extensive simulations to find suitable values for various parameters. The best parameters for the NSGA-II which are selected through test simulation runs are given in Table 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>WSGA</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>P_c, crossover probability</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>P_m, mutation probability</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Crossover type</td>
<td>Single point</td>
<td>Single point</td>
</tr>
<tr>
<td>Mutation type</td>
<td>swap</td>
<td>swap</td>
</tr>
<tr>
<td>Selection type</td>
<td>Tournament</td>
<td>Tournament</td>
</tr>
</tbody>
</table>

Weights used w1=0.75 ,w2=0.25
Fig. 2. Pareto-optimal solutions obtained with NSGAII and WSGA for low task, low processor heterogeneity.

Fig. 3. Pareto-optimal solutions obtained with NSGAII and WSGA for low task, high processor heterogeneity.
NSGA-II and WSGA algorithms were simulated and the results taken with the best parameter settings are plotted. The algorithms are run on the same instance and under the same configuration 10 times and the best obtained results are plotted. The values of makespan and mean flowtime are measured in same time units. The values obtained for the pareto-optimal solutions are plotted in ten thousands of units in Figures 2-5. From the plots it can be seen that the schedules obtained by implementing NSGA-II algorithm has minimal makespan and minimal flowtime when compared with the best schedule obtained through WSGA which lies far away as seen in the plots. This proves that the Pareto-optimal approach of finding solution to multi-objective task scheduling problem is more effective and produces better solutions. The results are plotted by running both the algorithms for hundred generations.

The number of Pareto optimal solutions in Front 1 obtained using NSGA-II increases as the number of iterations increase and the solutions in the various fronts come close to one another as the algorithm is run for several iterations. Fig 6-9 shows the Pareto optimal solutions obtained with NSGA-II by varying the number of iterations for a u_c_hilo.0 instance type considering an initial population of 50 chromosomes and the above specified
parameter settings. Fig. 6 and 7 shows the non-dominated solutions in both first and second front. As the solutions in adjacent fronts lie closer at higher iterations the solutions in Front 1 alone are plotted in Fig. 8 and 9. The increase in number of optimal solutions are seen in all the plots as the number of iterations increase. Similar results were obtained on other instances which indicates that more number of optimal solutions are generated as the algorithm is run many times thereby avoiding local optima. From the results obtained it can also be seen that increasing the number of iterations result in better solutions from the fitness values.

Fig. 6. Pareto-optimal solutions in NSGA-II after 100 generations

![Fig. 6. Pareto-optimal solutions in NSGA-II after 100 generations](image)

Fig. 7. Pareto-optimal solutions in NSGA-II after 200 generations

![Fig. 7. Pareto-optimal solutions in NSGA-II after 200 generations](image)

5.2 FUZZY BASED APPROACH

A Fuzzy-based approach is applied to select the best compromise solution from the obtained Pareto set. The k-th objective function of a solution in a Pareto set $f_k$ is represented by a membership function $\mu_k$ defined as [24]

$$\mu_k = \begin{cases} 
1, & f_k \leq f_{\min} \\
\frac{f_{k}^{\max} - f_k}{f_{k}^{\max} - f_{\min}}, & f_{\min} < f_k < f_{k}^{\max} \\
0, & f_k \geq f_{\max}
\end{cases} \quad (4)$$

where $f_{k}^{\max}$ and $f_{\min}$ are the maximum and minimum values of the k-th objective function, respectively.

For each solution $i$, the membership function $\mu_i$ is calculated as:
\[
\mu_j = \frac{\sum_{k=1}^{n} \mu_k^j}{\sum_{i=1}^{m} \sum_{k=1}^{n} \mu_k^i}
\]

(5)

where \( n \) is the number of objectives functions and \( m \) is the number of solutions.

The solution having the maximum value of \( \mu \) is the best compromise solution. Table 3 shows the makespan and mean flowtime values for the best compromise solution obtained by NSGA-II that can be effectively compared with that of WSGA which proves NSGA-II outperforms WSGA.

6. CONCLUSION

Statically scheduling independent tasks in heterogeneous computing environments finds usefulness in predictive analyses, impact studies, and post-mortem analyses. In this paper, a multi-objective Non-dominated Sorting Genetic algorithm is applied to find schedules for independent tasks minimizing the makespan and flowtime simultaneously. The experimental results reveal the quality of schedules in comparison to a weighted GA for all benchmark problem instances. Therefore NSGA-II can be used to find better schedules satisfying multiple objectives and it seems a promising approach to scheduling independent tasks in HC environments. Investigations also can be extended to considering several forms of HC scheduling, such as scheduling tasks with precedence constraints or in dynamic environments.
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