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Abstract 

This paper presents a study to understand the behaviour of latest dual-

edge triggered flip flops (DETFFs) under extensive variations in 

voltage, temperature, frequency, data activity and corner cases for 

power, area and speed of operations. Six state-of-art DETFFs were 

considered and compared in 32 nm CMOS technology for their 

robustness under “Process, Voltage and Temperature (PVT)” 

variations. Simulations were carried out on T-SPICE with nominal 

operating conditions of 200 MHz clock frequency, 25 °C temperature, 

0.9 V voltage and at 50% data activity. Results obtained showed that 

Khan’s FF saves minimum of 13.82% power to maximum of 44.86% at 

nominal conditions. The Khan’s FF is the fastest among all with 

minimum of 46.47% advantage over the others. At higher temperatures 

(>75 ° C), Lee’s FF outperforms all other designs. Wang’s FF is the 

most area efficient FF and requires minimum of 2.03% to maximum 

of 24.92% less area. The DETFFs were tested for power efficiency as a 

4-bit shift register, Lee’s FF dissipated least power followed by Khan’s 

FF. 
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1. INTRODUCTION 

Modern VLSI circuits must carefully consider their power 

consumption, predominantly for applications requiring low power 

[1]. The power optimization strategies are used at various stages 

of the digital CMOS design process. However, one of the most 

crucial jobs to reduce the power is optimization at the logic level. 

Latches and flip-flops are crucial logic elements for digital 

systems' functionality [2]. D flip flop (DFF) in particular is often 

utilized in test applications and memory designs. The latency 

from the clock edge to the DFF output, the area and the output 

load capacitor of the flip flop are some issues in the design of flip 

flops [3]. The performance of a DFF as a whole is determined by 

variables like the power dissipation and clock (CLK) frequency 

of the flip flop. The flip flop clock tree’s dynamic power 

consumption is greatly affected by changing the clock’s 

frequency. 

Pulse triggered flip-flops and master-slave flip-flops are often 

used in modern microprocessors [4]. The pulse triggered flip flops 

(PFFs) offers greater power efficiency and speed of operations but 

has low race tolerance.  While, on the other hand, the master slave 

flip flops (MSFFs) compared to other flip flops has better race 

tolerance but has poor power and latency performance.  The 

pulsed-based topology may still generate complicated logic. PFFs 

with minimal serviceable delay are better suited for mainframe 

architectures with frequency ranges of a few GHz due to circuit 

timing [5]. DETFFs when compared with single edge-triggered 

flip flops (SETFF) can help lower the CLK frequency to half 

while retaining the same data throughput, even if the clock 

frequency is dictated by system requirements [6]. Choosing 

circuit architecture with less underlying data activities within the 

internal nodes and few timed nodes is one of the utmost operative 

approaches to decrease total energy dissipation. For example, it is 

often possible to achieve lower energy usage for static circuits 

than for dynamic circuits. This is because each clock cycle in 

dynamic circuits must include both precharge and discharge 

operations for the dynamic nodes [7]. 

Without affecting system throughput, the clock frequency 

may be decreased by 50% by sampling the input data on rising 

edge of the CLK as well as the falling edge of the CLK. This 

effectively reduces the clock network’s power dissipation in half, 

saving a large amount of system power in the process. However, 

implementing the DET function necessitates the addition of 

registers which helps to propagate, store and sample the inputs at 

both the rising and falling edge of the CLK. Despite being more 

complicated and often bigger than the SETFF counterparts, these 

dual edge-triggered flip-flops may be engineered to be more 

energy-efficient [8], which results in further power savings. 

It has been extensively studied how to build storing elements 

those are activated on rising and falling CLK edges. Numerous 

options have been put out for the DET’s design [4-18]. The 

transmission-gate latch-MUX is the most widely used of these 

cells because of its straightforward design, which is based on 

master slave latch and an output multiplexer. The C2MOS latch-

MUX [19] is a different arrangement that may be created by 

swapping out the transmission gates with C2MOS gates. To 

implement a pulse-triggered DETFF, an alternative strategy is to 

produce a brief pulse known as clock gating on each clock 

transition, as demonstrated in [17]. The the symmetric pulse 

generator FF and conditional discharge FF are more sophisticated 

DETFFs that restrict the data activities through some precharge 

environments and conditional pulses. 

Even though these topologies have been tested in a variety of 

applications, only a small number of DETFFs have been studied 

in deep process variations under wide temperature deviations, 

voltage fluctuations, corner and data activity analysis which will 

help to create energy-efficient systems. The employment of both 

clock phases (rising and falling edges) often produces some 

degree of clock overlay which may result in race around situations 

and some unfavorable circuit function, especially in the existence 

of significant process variation. For instance, when using the 

conventional DET, changes in PVT might make this overlay 

expand to the point where the input bit that is now retained is 

overwritten, leading to a catastrophic logic error. 

2. REVIEW OF STATE-OF-ART DETFFS 

The positive and negative latch architecture, whose output is 

integrated with the transmission gate (TG) based multiplexer 



ISSN: 2395-1680 (ONLINE)                                                                                                               ICTACT JOURNAL ON MICROELECTRONICS, OCTOBER 2022, VOLUME: 08, ISSUE: 03 

1401 

(MUX), is shown in Fig.1 given by Lee in [13] referred as Lee’s 

FF. This DETFF works by sending the latched data at the 

complement node to the output node of INV3 i.e. Q through the 

multiplexer. Two phase CLK signals are necessary for operating 

the transmission gate based MUX and may be produced by a 

straightforward inverter chain. However, due to a latency 

disparity between clock and the complement of clock (CLKB) at 

the TG-MUX, such architecture might cause data upset during 

clock overlap. Even with the addition of a tri-state inverter based 

MUX, the pull-down/up is still feeble. As a result, in Lee’s FF, a 

fully static complementary MOS multiplexer is used to: 

• Protect bits from being disrupted by clock overlap and  

• Maintain full swing on all nodes at all times.   

By using minimization techniques of digital circuits, 

multiplexing task is performed entirely with the signals that exist 

internally. The resultant is a totally static complementary MOS 

MUX. The CMOS MUX may run without performance issues as 

all of the terminals in the master slave latch are static. The latch 

is also with full voltage swing. The CLK toggles from low to high 

and then from high to low. The cases where the preliminary value 

of D1 is low and the CLK and D from main input are also low, 

the upper latch holds the data stored already in the starting state. 

Whereas the cases where the preliminary D1 is ‘1’ and main input 

D is also ‘1’, the stack NMOS in the feedback-clocked inverter is 

OFF because X is ‘0’. However, because of the inverted output of 

the positive latch, all nodes are logically driven to VDD or GND, 

so the feedback invertor’s pull-up path is of utmost importance. 

In the meanwhile, since node Z is AND operation’ed with CLK 

at the MUX, the output Q is completely dictated and controlled 

by node X.  Since X is required to be low and CLK is high when 

the clock increases, the data previously held at the lower latch is 

transmitted to output Q over the multiplexer. For the upper latch 

or the positive latch, the input clock inverter is entirely ON and 

the feedback clock inverter is completely OFF thereby updating 

the internal data. Now at the falling edge of the CLK, the output 

Q receives the new data through the upper latch when the lower 

latch reverts to transparency. While this DETFF uses the same 

single phase clock technique the conditional clock signal (node 

X/Y) allow for a reduction in transistor count connected to CLK, 

resulting in a reduction in the power consumption induced by 

clock transition. 

Another example of DETFF was proposed by Lapshev in [14] 

known as Lapshev’s FF as shown in Fig.2 where a C-Element is 

used. C-element is a three terminal device that typically has 2-

inputs and 1-output. It was first designed in [20]. Once every input 

is identical, the output change the state to reflect the input value; 

when they are not identical, the prior output value is kept. The 

right arrangements of signal level on the input may be used to set 

and reset this device, which functions as a latch. Lapshev’s 

DETFF overcomes the power issues owing to CLK changes since 

signal levels at node X and node Y toggle after each clock 

transition independent of what happens to input and output. The 

input stage of the FF must satisfy the following conditions in order 

for the C-element output to operate properly:  

• During the time between clock edges, at least one of the 

nodes X and Y must remain at Q to prevent the output from 

flipping, 

• Once the clock signal changes, both node X and Y must be 

at the input voltage level for the output Q to change to D. 
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Fig.1. Architecture of Lee’s FF [13] 

VddVdd

Vdd

D D

CLK

CLKB

X

X

X

Y

Y

Y
Y

X

Z

Z

Q

INV1

INV2

INV3 INV5

INV4

P1 P2

P3

P4 P5

P6

P7 P8

P10

P9

N9

N10

N3 N4

N5 N8

N1 N2

N6 N7

 

Fig.2. Architecture of Lapshev’s FF [14] 

The signal at node X or Y is unimportant for proper function 

of the output stage provided one of the nodes X or Y is kept at Q. 

One of the nodes X and Y components that aren’t kept at output 

voltage can be at some permissible voltage with the C-element 

implementations without impacting the output. The Lapshev’s FF 

meets these specifications by using two separate latches at X and 

Y. These two latches are redundant in nature and depends on 

signals like D and CLK. The weak inner C-elements of the 

implicit pulsed FF are connected across each other to guarantee 

proper functioning. Nodes X and Y are guaranteed to be at 

different voltage and that one of the two nodes will be at Q by 

cross-coupling. 

The node that is not at output level in between clock shifts is 

neither accommodated for by the enhanced floating-node FF 

architecture, nor is its signal level reinforced. The response of 

node Z, which output then tails, in to the internal cross coupled 

weak C-elements is used to execute this behavior. If the signal 

arrangement of input and supplied CLK signal is in a way that the 
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driving transistors of an input C-element keep the Q level at either 

X or Y, the other terminal is left floating. It doesn't impact the 

circuit’s general static behavior as subsequently was already 

explained, the output cannot be affected by the signal level at the 

floating node provided the other terminal is at Q. When related to 

DETFF designs, this FF should ideally use less power during 

transitions in the clock signal without using more during input 

switching. 

Third type of DETFF taken into account in this work is the 

Sabu’s FF proposed in [15] and is depicted in Fig.3. The overall 

number of transistors in this flip-flop has been significantly 

decreased while maintaining performance and cell area. The 

clocked transistors are of greater consideration since they 

contribute extra to power dissipation. Due to the fact that it is a 

dynamic DETFF, the frequency requirements are lowered to half 

as double the data can be supplied at specific operating 

frequencies. As the operating frequency is reduced, the dynamic 

power consumption massively decreases. 
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Fig.3. Architecture of Sabu’s FF [15] 

Three stages make up the circuit: first, a string of transistors 

(both NMOS and PMOS), then two TGs, and finally the inverter. 

To create a certain delay in a flip-flop, series linked inverters are 

not used; instead, a powerful inverter is used to prevent noise 

coupling. The fewest possible transistors are used in its 

implementation to minimize parasitics. The clock driver cannot 

be removed since the TG requires a two phase clock signal. To 

completely eliminate data transmission deterioration caused by 

single channel MOS transistors, it requires both transistors 

(NMOS and PMOS) to do so. 

Sabu’s DETFF has a stacked structure. The stacking approach 

here is known as forced stacking of transistors (FST) approach 

and is used to modify the inverter, which is the third component 

of the circuit. To create a stacking effect in the output section, two 

extra transistors with identical widths are used in place of the pull-

down and pull-up transistors. In contrast to the series stacking, 

this results in a distinct stacking effect where two transistors are 

made OFF at a certain moment creating the least amount of 

leakage current. In order to lessen the impact of the propagation 

delay, the FST is employed at the inverter part only.  Devices with 

high threshold voltage and forced-stacked gates do not have 

quicker output edge rates. To lessen leakage current, several 

stacking techniques are used in CMOS devices. The clocked 

transistor portion employs series stacking. The circuit’s 

transistors close to the power rails may also minimize static power 

in ON mode by implementing the FST approach. Compared to the 

available leakage reduction strategies, this FF is simpler to 

implement in microprocessor based digital circuit, but at the cost 

of propagation delay. 

A different DETFF was proposed by Huang in [16] and is 

illustrated in Fig.4.  This study suggests a C-element-based anti-

interference low-power DETFF. The DETFF has a clock tree 

made up of three C-element output stages, two internal latches 

employing the enhanced C-element, and inverters INV1 and 

INV2 attached to the input clock signal. The clock signal and 

inverted clock signal are produced by this clock tree circuit. When 

the CLK signal is ‘1’or ‘0’, internal latches, one receiving clock 

as CLKa and the other receiving the clock as CLKb, latches the D 

input signal. The output stage sends to the output Q the value of 

D that has been latched by the internal latch. When D varies 

between the clock edges, the output Q does not. Second latch 

maintains a high impedance state, logic is in state ‘1’, and node X 

is also in state ‘1’ between the very first rising edge of the CLK 

and the first falling edge. The output Q is now high, the logic state 

is ‘1’. When D is reversed, Y is switched to low logic state, X is 

maintained at high logic state, and the output Q is now ‘1’. The 

output Q remains ‘1’ after the C-element. The output signal Q will 

attain the state of D and will not change anyway. 
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Fig.4. Architecture of Huang’s FF [16] 

Node Y is at high and the output Q is low just before CLK 

falling edge (second fall), X and D are also low at this point. D 

stays low even after this falling edge (second). At this moment, 

node Y and X both are high, and the state is the previous low logic, 

hence the output Q continues to be at ‘0’. Only when CLK comes 

and Q differs from D will the output Q switch to D. Output node 

will always keep the prior state, while node X or Y will always 

remain in the state of D. The terminal that is not in input state D 

will switch to D as soon as the clock edge appears. Output Q will 

change to D at a point when the states of nodes X and Y are 

identical to D, which causes triggering on both edges. Among 

these, the enhanced C-element’s utilization result in the high-

impedance state, which is when first or second latch is in the 

turned OFF state and has no impact on the FFs static properties. 

The circuit’s power consumption decreases at the same time since 

redundant transitions are removed. 

The Fig.5 is the architecture of Wang’s DETFF [17]. To obtain 

the correct functionality when employing pulse generation for 
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DETFFs, a large number of transistors are required. Since several 

transistors are connected to CLK signal, the activity factor will 

rise, leading to higher power usage. Therefore, the dual data-path 

concept is applied in a targeted manner. Additionally, 

transmission gate (TG) is employed to reduce the undesired 

voltage effects (threshold) that cause pass transistors to produce 

weak low/high signals. Likewise, there is a parallel connection 

between the two data-paths. On the rising edge of the CLK, the 

higher path for data is activated, and on the falling edge of CLK, 

the lower data path is initiated. When the front TG (TG1 and TG2) 

is closed, an inverter (INV1 and INV2) and a PMOS transistor (P1 

and P2) are used in conjunction to maintain the high/low logic 

level. The inverter turns the signal to low when the input D is ‘1’, 

which causes the PMOS transistor to pull the data up to logic ‘1’. 

The inverter turns the signal to ‘1’ when the input D is ‘0’, 

isolating the data from VDD and maintaining the low value. Every 

transistor in this circuit is sized at minimal thereby significantly 

saving the layout area. 
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Fig.5. Architecture of Wang’s FF [17] 

The Fig.6 depicts the architecture of Khan’s FF proposed in 

[18]. This flip-flop has two data pathways and is essentially a 

Master Slave flip-flop structure. The transmission gate TG1, 

invertor INV1 and TG3 make up the top data route. Transmission 

gate TG2, inverter INV3 and transmission gate TG4 make up the 

lower data route. The input of the flip flop D is linked to TG1 and 

TG2, and inverter INV5’s output is obtained from the input of 

TG3 and TG4. Both data streams are coupled by feedback loops 

that keep the output logic level constant even when the clock is 

halted, maintaining the static functionality. In order for the top 

data path to function as a positive edge-triggered FFand the lower 

end data path to function as a negative edge-triggered FF, the TGs 

in both data paths are timed at different rates. Inverter INV2 and 

pass transistor P1 make up the feedback in the upper data route, 

and inverter INV4 and pass transistor P2 make up the feedback in 

the lower data path. The only difference between this design and 

Fig.5 is the feedback. Since the feedbacks are not on essential 

pathways, pass transistors coupled with invertors were used to 

increase the flip flop’s power efficiency. This also made the 

design static with increased performance, reduced power 

consumption and with less number of transistors among the 

design’s key benefits. 
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Fig.6. Architecture of Khan’s FF [18] 

3. SIMULATION RESULTS, FEATURE 

ANALYSIS AND DISCUSSIONS 

Six latest state of art DETFF discussed in section 2 are 

extensively simulated and compared to investigate the 

performance parameters of each flip flop. Simulations are carried 

out in 32 nanometre CMOS technology on T-SPICE using 

standard PTM performance models. The nominal operating 

conditions are 25 °C temperature, 200 MHz clock frequency, 0.9 

V functional voltage and 50% data activity. The input bit stream 

used is a 16-bit binary data. 

The Fig.7 shows the average power consumed by the flip flops 

at variations of ±10% in the input voltage. When average power 

alone is taken into consideration, it was observed that Huang’s FF 

dissipated more power at all voltage levels whereas Khan’s FF 

performed well at nominal and higher voltages. However for 

lower voltages Lee’s FF outperforms the rest of the DETFFs. The 

delay calculations on this investigation are shown in table 1. In 

terms of speed of operation Khan’s FF and Huang’s FF are the 

fastest flip flops with delays ranging in femtoseconds compared 

to picoseconds in others. 

 

Fig.7. Avg. power at different voltage levels 

Table.1. Delay in pS at variations in voltage 

Voltage (V) 0.81 0.85 0.9 0.95 0.99 

Lee’s FF 14.53 12.94 11.34 10.01 9.08 

Lapshev’s FF 66.11 58.64 49.71 29.31 41.45 
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Sabu’s FF 103.6 66.47 39.01 29.05 25.31 

Huang’s FF 0.944 0.887 0.835 0.796 0.774 

Wang’s FF 16.65 14.55 12.93 10.89 10.15 

Khan’s FF 0.537 0.488 0.447 0.419 0.407 

Power delay product (PDP) is the most important parameter in 

any digital IC design.  The Fig.8(a) shows the PDP of all the 

DETFFs at variations in voltage. The Khan’s FF because of better 

power efficiency and less latency out classes the rest flip flops but 

followed closely with marginal difference by Huang’s FF. Sabu’s 

FF has the worst PDP followed by Lapshev’s C-element FF. The 

PDP analysis is incomplete if not performed at a wide temperature 

range. This examination was carried out from minimum 

temperature of -40 °C to a maximum of 125 °C temperature, the 

result of which is shown in Fig.8b. Although Khan’s FF and 

Huang’s FF performed well at all temperatures, it is worth 

noticing here that Lee’s FF has better PDP at temperatures of 

above 75 °C compared to other DETs.  

 

(a) 

 

(b) 

Fig.8. PDP results (a) at different voltages, (b) at different 

temperatures 

The Table.2 is the detailed comparison of delay and size 

requirements of the flip flops. Wang’s FF is the most compact 

design among all the FFs having minimum sum of widths and 

least count of transistors. The Fig.9a and 9b showcase the area 

advantage of Wang’s FF over other FFs. It was also observed that 

Lee’s FF and Sabu’s FF have the highest transistor count and sum 

of width respectively.  

All DET flip flops were also tested across a wide frequency 

band ranging from 100 MHz to 1 GHz.  At higher frequencies i.e 

frequencies of greater than 500 MHz, Sabu’s FF was consuming 

the highest power whereas at frequencies of less than 500 MHz 

Huang’s FF was dissipating more power. Khan’s FF yielded 

better power results at all frequencies bar frequency of 500 MHz. 

These power results at various frequencies can be seen in Fig.10. 

It is important to know the behaviour of flip flop at different 

input data activities. To conduct this test, seven different patterns 

at four different frequencies were conducted for a conclusive 

outcome. The test patterns used were the data activities of the 

range from 100% to 0%. For null data activity, both all high logic 

and all low logic were considered. 

Table.2. Delay and Area Comparison of Different Flip Flops 

Flip flop 
Lee’s 

FF 

Lapshe

v’s FF 

Sabu’

s FF 

Huang

’s FF 

Wang’

s FF 

Khan’

s FF 

CLK-Q delay at 

-40°C (pS) 
10.67 34.01 34.53 0.459 9.02 0.232 

CLK-Q delay at 

0°C (pS) 
9.75 23.35 38.33 0.661 8.54 0.349 

CLK-Q delay at 

25°C (pS) 
11.34 49.71 39.01 0.835 12.93 0.447 

CLK-Q delay at 

50°C (pS) 
12.66 29.22 47.41 1.05 14.7 0.581 

CLK-Q delay at 

75°C (pS) 
0.726 34.61 51.08 1.301 15.66 0.771 

CLK-Q delay at 

100°C (pS) 
0.94 39.59 54.64 1.609 16.89 1.143 

CLK-Q delay at 

125°C (pS) 
1.268 21.56 56.94 1.996 1.282 2.194 

No. of 

Transistors 
36 34 22 32 18 22 

Sum of width 

(um) 
8.08 8.16 10.04 7.68 7.52 7.76 

D-Q delay  

(nS) 

1.298

9 
1.3247 1.314 1.2758 1.2879 1.2754 

layout area 

(um2) 

0.258

56 
0.26112 

0.321

28 

0.2457

6 

0.2406

4 

0.2483

2 

The frequencies used are 100 MHz, 200 MHz, 500 MHz and 

1 GHz. All DETFFs functioned correctly to these variations, the 

result of which is shown in Fig.11. As expected, Sabu’s FF at 

frequencies of greater than 500 MHz at all test patterns consumed 

the highest power whereas Huang’s FF at higher data activities 

(>50%) and at frequency levels of 100 MHz and 200 MHz was 

consuming the highest amount of power. Apart from frequency of 

500 MHz, Khan’s FF performed better in general specifically for 

data activities ranging from 25% to 75%. No conclusive results 

could be obtained for low data activities as all DETFFs behaved 

differently at these variations as is evident from Fig.11. 
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(b) 

Fig.9. Area requirements (a) Transistor count (b) Sum of width 

 

Fig.10. Avg. power at different frequencies 

DETFF testing is incomplete until not tested at extreme PVT 

variations. For the same simulations were further performed on 

corner cases. The Fig.12 is the average power calculations at all 

different corner scenarios. Khan’s FF at corner case of FF, FS and 

TT performed well while Lee’s FF had the minimum power at 

corner case of SF and SS. The corner case PDP analysis was also 

performed on both CLK-Q and D-Q delay, nearly the same results 

were observed for PDP of D to Q as was the case in Fig.12. When 

CLK to Q delay was taken into account, Khan’s FF stood stead at 

FF, FS and TT but was the slowest at SF where Wang’s FF was 

fastest. At SS case, Lee’s FF performance was better than all 

others. The same can be seen in Fig.13. 

 

 

(a) 

 

 

(b) 

 

 

(c) 

 

 

(d) 

Fig.11. Avg. power at variations in data activity (a) at 100 MHz, 

(b) at 200 MHz, (c) at 500 MHz, and (d) at 1 GHz 

 

Fig.12. Avg. power at various corner cases 
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(a) 

 

(b) 

Fig.13. PDP analysis for corner cases (a) CLK-Q PDP (b) D-Q 

PDP 

4. DUAL EDGE TRIGGERED SHIFT 

REGISTER 

DETFFs studied in this work are implemented as 4 bit shift 

register to verify the driving capability and worthiness of the flip 

flops. This test was performed at three different voltage levels for 

both average power and RMS power. Table 3 shows the power 

results of these flip flops, Lee’s FF had better driving capability 

and consumed the least average power followed by Khan’s FF. 

Wang’s FF had the worst driving capability and was not able to 

drive the output nodes to desired voltage levels. In terms of RMS 

power, it was Huang’s FF outperforming others but worth 

mentioning here is the Khan’s FF that had the highest RMS 

power. This shift register was also tested at frequencies of 100 

MHz, 200 MHz and 500 MHz results of which are shown in 

Fig.14. At all variations in frequency Lee FF yielded the better 

power results. 

Table.3. Power results of shift register 

Flip Flop 

Average Power 

(uW) at various 

voltage (V) 

RMS Power (uW) 

at various voltage 

(V) 

0.81 0.9 0.99 0.81 0.9 0.99 

Lee’s FF 2.73 3.65 4.82 33.1 43.8 52.9 

Lapshev’s FF 4.32 5.45 6.89 25.8 35.5 47.4 

Sabu’s FF 4.02 4.99 7.24 29.9 37.9 52.7 

Huang’s FF 5.41 8.12 13.12 23.9 33.1 45.1 

Wang’s FF non-functional 

Khan’s FF 3.58 4.61 5.69 55.6 73.3 89.1 

 

Fig.14. Average power of shift registers at different frequencies 

5. CONCLUSION 

Six latest DET flip flops have been presented and compared 

in 32 nm CMOS technology. Significant and extensive 

simulations were carried out to demonstrate the robustness in 

terms of power efficiency of these flip flops. For voltages less 

than 0.9 V, Lee’s FF is recommended whereas Khan’s FF for 

greater than 0.9 V if power alone is the factor in digital circuits. 

Lee’s FF is also recommended for temperature sensitive circuits 

with temperatures of greater than 75 °C. The optimal PDP of 

Khan’s FF was found to be better than the rest. Khan’s FF also 

showed better results for data activities of 25 % to 75%. For these 

reasons, Khan’s FF is the best candidate suitable for portable 

devices followed by Huang’s FF as the second best. No 

conclusive results were found for low data activities although at 

nominal operating conditions for 0% activity (all low) Huang’s 

FF showed better results. If area is a major constraint in the design 

then Wang’s FF is a go to architecture because of its compactness. 

The designs studied were also implemented as a 4-bit shift 

register, Lee’s FF was found to have better driving capability and 

matchless power competence. 
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