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Abstract 

In this paper, the Markov M/D/1/B queuing model that has been created 

will be discussed. One approach to evaluating the effectiveness of a 

router is to use a model of a queue that is analogous to the one that we 

presented above. Having said that, this can be accomplished in a variety 

of different ways. According to the results of the studies, altering the 

service rate has a discernible bearing not only on the amount of data the 

system processes but also on the effectiveness of its operation. For the 

purpose of demonstrating the viability of our methodology, we built an 

output-queuing router using FPGA. When utilising this method, it is 

possible to observe that the queues and the control unit of the router take 

up an excessive amount of space on the silicon. This is a consequence of 

the fact that this method is utilised. The difference in effectiveness 

between a theoretical model and a real prototype is only 2%. This is a 

very small margin. The study implemented our design on a Xilinx FPGA 

Vertix II Pro family 100K chips. In the following subsections, we present 

the router FPGA synthesis results and evaluate its performance. 
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1. INTRODUCTION 

Multiple processors and computers, working in parallel, have 

the capacity to give exceptionally high performance at a relatively 

low cost [1]. The rate at which individual processors in a 

multiprocessor or multicomputer system may communicate with 

one another is an extremely important performance metric [2]. 

When it comes to communication, multiprocessors that have more 

than 64 nodes require multistage interconnection networks that 

have n×n switches (typically, 2≤n≤10) [3]. 

In multi-computers, point-to-point dedicated connections are 

handled by a limited number of communication coprocessors [4]. 

These coprocessors have n-1 ports that connect to neighbouring 

nodes and one port that connects to the local application processor 

that can communicate in both directions [5]-[6]. The conception 

of high-performance small n×n switches is very important to the 

development of multiprocessor and multicomputer systems [7]. 

Because a large system requires a great number of these n×n 

switches, there is a considerable incentive to build each switch as 

a distinct VLSI chip [8]-[10]. 

Networks-on-chip, sometimes known as NoC, is the name of 

the latest trend in the industry of interconnecting modules 

contained within silicon chips [11]. The router is one of the most 

important modules in any NoC-based architecture, as the design 

of the router has a direct impact on the overall performance of the 

system [12]. Because of the significant impact that routers have 

on performance, thorough modelling and analysis of router 

designs are very necessary in order to supply the designer with a 

better understanding of network performance at higher 

abstraction levels and an early estimation of that performance 

[13]. It is necessary to approach queue modelling from a different 

angle than the majority of computer network researchers have in 

order to correctly represent NoC [14]. This is required in order to 

adequately describe the NoC [15]. 

NoCs are noticeably superior to computer networks in terms 

of both speed and the amount of silicon they require [16]. In the 

past, it has been shown that queues and control units use more 

than 86 [17]. 2% of the silicon area of the router [18]. This shows 

how important it is to choose the right queue parameters [19]. 

When applied early on in the design process, good queue 

modelling makes it easier to make more precise parameter 

estimates [20]-[25]. It was described how a delay model for NoC 

routers may be used to investigate the effects of changing the 

queue size and the number of ports on the throughput and delay 

of the router [16]. The model was shown as part of the 

presentation [27]. In this work, a M/D/1/B queuing model for a 

NoC router is developed, and many implementation options are 

examined.  

The 2D model provides an accurate assessment of the 

performance of a queue when a deterministic service rate is 

applied to the queue [28]. Applications that deal with multimedia 

and telecommunications usually call for a predictable access rate 

between the many IP cores that make up the network [29]. This 

queue can be used to accomplish whatever it is looking to do [30]. 

This demonstrates the feasibility of constructing such a queue on 

silicon using multiple different strategies [31].  

2. METHODS 

The Fig.1 presents an illustration of the architecture of an n-

port output queuing router. The Fig.1 illustrates two distinct 

architectures for output queuing routers. Both of these are shown. 

The switch fabric (SF), the input buffer, the output queue, and the 

output buffer are the four key components that make up the data 

path of the router. The controller is implemented with the help of 

several rather simple finite state machines. The presence of a 

packet-ready (PR) signal on a router input port indicates that data 

packets are coming asynchronously. The purpose of the operation 

plays a role in determining the rate at which packets arrive.  

 

Fig.1. Output queuing router architecture 

After reading the packet header, the controller will then 

forward the data to the correct output queue so that it may be 

processed. The routing tables of the controller are utilised in the 
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production of configuration commands. When there are n input 

ports and n output ports, a type of buffer known as a FIFO is 

utilised. At the output port, a round-robin scheduling mechanism 

serves the backlogged queues in a sequential order.  

A signal denoted as Packet Sent (PS) is used to transfer data 

packets to the subsequent hop in the network. It is possible for 

output queue routers to experience packet loss due to destination 

statistics. As a consequence of this, bursty behaviour, in which 

packets arrive in adjacent clock cycles from the same input port 

and target the same output port, could lead to the loss of a packet. 

We can figure out the size of the queue by looking at how the 

source burstiness is spread out. This makes it less likely that any 

packets will be dropped. 

3. M/D/1/B QUEUE MODELING 

A significant number of routers that are based on NoCs use an 

M/D/1/B queuing mechanism. In the case of dynamic memory 

refresh routines, deterministic service rate queues are the most 

appropriate type of queue to use for the traffic characteristics that 

exist between the memory and the microprocessor. In this section, 

a queue model for routers that has a deterministic service rate and 

a random arrival rate is constructed. The arrival probability a, the 

loss probability L, and the service rate µ for a queue of size B are 

the inputs that drive the model. Assuming that T is a discrete time 

step, we will assume that only one packet will arrive at each time 

step and only one will leave. 

T < min{τa,τs} 

where  

τa - minimum inter-arrival time and  

τs - service time.  

When a Markov chain analysis is performed, the states of the 

state transition diagram are represented as columns. These 

columns reflect the occupancy of the queue, beginning with the 

state S0, which is empty, and ending with the state SB, which is 

totally full. The number of rows in the diagram transitions is 

determined by the packet service rate. This model utilises round-

robin scheduling, which ensures that the service rate remains 

constant at 1/nτ. 

3.1 OBJECTIVE FUNCTION 

When dealing with algorithms that are based on a single 

solution, it is essential to do incremental evaluations of the 

objective function in order to cut down on the evaluation 

complexity of the neighbourhood. In light of the quadratic 

assignment problem, we will make an effort to find an answer to 

this question throughout this lesson. The QAP has a wide variety 

of applications, some of which include the synthesis of images, 

the analysis of data, the design of VLSIs, and the positioning of 

facilities. The following phrases are a concise explanation of the 

problem. 

Discover an object-to-location mapping, denoted by m:O→L, 

that reduces the value of the objective function f to the minimum, 

given n individual objects. O = O1, O2,...,On, a set of n locations 

denoted by L = L1, L2,... Ln, a flow matrix denoted by C, in which 

each element cij represents a flow cost between the objects Oi and 

Oj, and a distance matrix denoted by D, in which each element 

denotes a distance between the objects Oi and On. 

 

Fig.2. Modelling of NoC using queuing Model 

An incremental function needs to be defined in order for the 

following encoding and the move operator to work properly. A 

solution is encoded as a permutation of n numbers s = (l1, l2,..., 

Ln), and this is done. The integer li represents the position of the 

object Oi, and it can be written as: The move operator is used to 

swap the positions of two elements of the permutation. 

4. RESULTS AND DISCUSSION  

Matlab is being utilised in the process of developing a piece 

of software that will be responsible for generating the curves 

required to express these relationships. The queue size and service 

rate requirements vary depending on the NoC topology that is 

being used. 

In the following section, we'll take a look at the inner workings 

of an FPGA-based router. To illustrate the usefulness of the queue 

architecture that we proposed, we will use the planning and 

execution of NoC application development as a case study. The 

next subsections will discuss the difficulties encountered during 

design and implementation. 

The implementation of queues frequently makes use of FIFO 

buffers. It is possible to select either a synchronous or an 

asynchronous design; a one-port or a dual-port memory; whether 

all packets arrive with equal priority or an arbitration rule; the type 

of scheduler at the output (such as static priority, round robin, 

etc.); and many other options. The implementation of FIFO allows 

for a wide variety of architectural choices. 

Words arranged in a list are the fundamental components that 

comprise one memory. These dimensions (the buffer length) are 

chosen by the designers so that they accurately represent the 

traffic characteristics. The length of each word determines the 

width of a packet in equal measure (assuming a fixed packet size). 

The performance of the system may suffer if an inaccurate 

estimate of the buffer length is used in conjunction with a 

burstiness ratio that is greater than the capacity of the buffer. On 

the other hand, an excessive amount of silicon area is required if 

the buffer length is significantly larger than the actual number of 

bursty packets. This causes an inefficient use of silicon resources. 

Because of this, the modelling method is very important when 

deciding the length of the buffer to use. 

Within the context of this experiment, the controller is 

responsible for managing an internal system clock as well as a 

FIFO, and external interfaces are synchronised with the internal 
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system clocks. In the control register, you will find a set of flags 

that display the current status of the FIFO as well as pointers that 

allow you to write to or read from any memory address. 

There have been a lot of different FIFO buffer topologies and 

IP cores presented. The problem of synchronisation, the difficulty 

of the controller, and the constraints imposed by available space 

are some of the design concerns that go into the creation of NoC 

systems. Using our model, there are a few different approaches 

one can take to get the most optimal queue design parameters. An 

output-queuing router for NoC applications uses an asynchronous 

FIFO as a queue. 

In order to get the optimal queue size, it is necessary to define 

the following design factors first: the chance of a packet arriving 

(a), the probability of it being lost (L), and the number of ports 

that are required (n). The traffic model that is being used will 

determine how likely it is for a packet to arrive at its destination. 

Although a number of different traffic models are used to define 

the simulation packet transfer rate, the target application has a 

considerable influence on which traffic model is advised.  

MPEG-2 video programmes that are based on NoC, for 

instance, feature self-similar communication between the 

modules that make up its internal structure, although other 

distributions have been used for a variety of different target 

applications. The researchers expressed the simulated traffic 

arrival rates by using a traffic model called a uniform model, 

which is an example of a traffic model that is used by researchers 

to evaluate the performance of designs. Depending on the 

application, there are many different methods in which traffic 

models can be put into practise. 

4.1 DESIGN-COST TRADEOFFS 

Given a specified shortage or waiting cost function the 

analysis is straightforward. 

Min TC = WC + SC 

WC = Expected Waiting Cost (shortage cost) per time unit 

SC = Expected Service Cost (capacity cost) per time unit 

TC = Expected Total system cost per time unit 

4.2 LINEAR WAITING COSTS 

Expected Waiting Costs as a function of the number of 

customers in the system 

0

w n w

n

WC C nP C L


=

= =  

Expected Waiting Costs as a function of the number of 

customers in the queue 

w qWC C L=  

Cw = Waiting cost per customer and time unit  

CwN = Waiting cost per time unit when N customers in the system 

4.3 ANALYZING SERVICE COSTS 

The expected service costs per time unit, SC, depend on the 

number of servers and their speed 

SC = c*CS() 

where,  

c-number of servers,  

-average server intensity and  

CS()-expected cost per server and time unit as a function of . 

4.4 DETERMINING  AND C 

Both the number of servers and their speed can be varied: 

Usually only a few alternatives are available 

, 0,1,...
( )s

A c
Min TC c C WC




 =
=  +  

where, A - set of available  - options 

Enumerate all interesting combinations of  and c, compute 

TC and choose the cheapest alternative. 

Table.1. Design Cost ($) of NoC 

Implementation M/D/1 M/D/1/B 
Proposed 

M/D/1/B 

Registers 0.8720 0.8770 0.8851 

Mux 0.8602 0.8652 0.8732 

Tristates 0.8748 0.8799 0.8880 

Basic cells 0.8574 0.8624 0.8703 

Flip flops 0.8637 0.8687 0.8767 

Clock buffer 0.8346 0.8394 0.8472 

LUT 0.8717 0.8767 0.8848 

Slices 0.8331 0.8379 0.8456 

FSM 0.8873 0.8925 0.9007 

Adders 0.8597 0.8647 0.8726 

Counters 0.8574 0.8624 0.8704 

Equivalent gates 0.8511 0.8561 0.8639 

Table.2. Waiting Cost of NoC 

Implementation M/D/1 M/D/1/B 
Proposed 

M/D/1/B 

Registers 0.8933 0.9048 1.0023 

Mux 0.8813 0.9021 1.0010 

Tristates 0.8963 0.8983 0.9758 

Basic cells 0.8784 0.8612 0.9563 

Flip flops 0.8849 0.8888 0.9949 

Clock buffer 0.8551 0.9064 0.9594 

LUT 0.8930 0.9079 1.0041 

Slices 0.8535 0.8947 0.9694 

FSM 0.9091 0.9008 0.9897 

Adders 0.8808 0.9142 1.0004 

Counters 0.8785 0.8662 0.9564 

Equivalent gates 0.8720 0.8986 0.9804 
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Table.3. Service cost of NoC 

Implementation M/D/1 M/D/1/B 
Proposed 

M/D/1/B 

Registers 1.0081 1.0174 1.0269 

Mux 1.0068 1.0161 1.0255 

Tristates 0.9815 0.9905 0.9997 

Basic cells 0.9619 0.9708 0.9798 

Flip flops 1.0007 1.0099 1.0193 

Clock buffer 0.9649 0.9738 0.9829 

LUT 1.0099 1.0192 1.0287 

Slices 0.9750 0.9840 0.9932 

FSM 0.9955 1.0046 1.0140 

Adders 1.0062 1.0154 1.0249 

Counters 0.9619 0.9708 0.9798 

Equivalent gates 0.9861 0.9952 1.0044 

Table.4. Speed of NoC 

Implementation M/D/1 M/D/1/B 
Proposed  

M/D/1/B 

Registers 0.8632 0.8682 0.8762 

Mux 0.8088 0.8135 0.8210 

Tristates 0.8617 0.8667 0.8747 

Basic cells 0.8973 0.9025 0.9109 

Flip flops 0.8596 0.8646 0.8726 

Clock buffer 0.8843 0.9323 0.9922 

LUT 0.8286 0.8524 0.9317 

Slices 0.8828 0.8878 0.9611 

FSM 0.9193 0.9442 1.0009 

Adders 0.8807 0.8975 0.9798 

Counters 0.8843 0.9323 0.9922 

Equivalent gates 0.9980 1.0072 1.0165 

In this particular case study, the input/output parameters that 

are used for the router input/output ports are a value of 0.5 and a 

value of 12. Using eight different VHDL traffic sources and sinks 

modules, a star network architecture was created and 

implemented. While the traffic sinks observed and analysed the 

network traffic and produced the data necessary to assess the 

efficiency, the traffic sources in this experiment created fixed 

packets that were 16 bits in length. For the implementation of our 

concept, we relied on a Xilinx FPGA Vertix II Pro family of 100 

K. After that, the study show the results of our research into how 

well our router FPGA synthesis works and explain what we've 

learned. 

In our simulation experiments, we used uniform traffic model 

to express the predefined traffic arrival rate as an example of one 

of the traffic models used by researchers to evaluate the design 

performance.16 Different traffic models can be easily applied 

according to the target application. As a case study of the router 

performance, we assume the following parameters at the router 

input/output ports: a = 0.125, n = 8.  

Eight traffic sources/sinks VHDL modules were designed to 

implement a star network topology. The traffic sources were used 

to generate fixed packets of 16-bit length, whereas the traffic sinks 

were used to monitor and analyze the network traffic and output 

the data required to calculate the efficiency.  

5. CONCLUSION 

This paper presents the Markov M/D/1/B queuing model that 

has been developed. Using a queue model similar to the one that 

we showed here is one way to analyse the performance of a router. 

However, there are multiple ways in which this may be done. The 

trials indicate that when the service rate is changed, this has a 

significant impact on both the throughput and the efficiency of the 

system. As a proof-of-concept, we constructed an output-queuing 

router on FPGA using our model. As a consequence of using this 

method, it is possible to see that queues and the control unit of the 

router take up an excessive amount of space on the silicon. There 

is only a two-percent difference between the efficiency of a 

theoretical model and that of an actual prototype. 
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