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Abstract 

The submicron technologies are revealing problems in the 

interconnections. Thus, the performance of the system largely depends 

on the structure of communication, in particular with regard to the 

flow, surface area and power consumed. In addition, traditional 

communications structures, which are generally based on shared 

buses, are limited in terms of performance. Indeed, they do not support 

high flow rates and they do not allow many elements to be 

interconnected, which makes them not very extensible. Based on this 

observation, several research groups have worked on a new form of 

interconnection adapted to future even more complex systems on a 

chip. They proposed the paradigm of networks on chip. In this paper, 

various SoC based network topologies has been implemented. Among 

various network topologies, the four well known topologies are selected. 

These selected four topologies are implemented by using Verilog 

programming language and corresponding results has been discussed. 
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1. INTRODUCTION 

The performance of an architecture implemented in a SoC 

strongly depends on the system of interconnection and 

communication protocol between computing units. With 

increasing integration technology, the design of an 

interconnection system efficient is critical to fully exploit the 

number and processing power calculation units in the same circuit 

[1]. In particular, the permanent increase in the densities of logic-

based systems reconfigurable with fine grain FPGA type, offers 

very large possibilities of parallelisation and integration of 

calculation units, to create interconnection solutions complex 

between elements. On-chip interconnection systems [2] are 

generally architectural adaptations. Scaled-down rules of existing 

larger-scale solutions, such as for example clusters of processors 

on electronic cards communicating on a shared bus or a network 

of processors on the same card. 

1.1 VARIETY OF INTERCONNECTION SYSTEMS 

There are different types of interconnection systems that can 

be used in a SoC whose point to point, the shared bus or 

hierarchical, the crossbar and the on-chip network 

 

Fig.1. Point-to-point interconnection systems 

The point to point approach (Fig.1) is the most direct solution 

and simpler [3]. It consists in connecting the different 

computation units of a system with dedicated and exclusive wires 

for data exchange. Therefore, this approach is efficient for high 

bandwidth system. It offers a very large possibility of 

parallelization but implies a weak reuse of calculation units due 

to the rigidity of the connections. This results in a very low 

flexibility of communication between computing units. This 

solution remains however suitable for systems with low number 

of units. Thus, to evolve a system with this approach requires 

making connections more complex, by adding increasingly links 

between units. This method becomes, in a way obvious, difficult 

to manage with a process of increasing integration of calculation 

for reasons of physical dependencies between links and 

synchronization between signals. 

The shared bus approach (Fig.2(a)) is a technique widely used 

for inter-connect computing units [4]. This approach is also 

suitable for systems with low number of calculation units. 

Different buses are usually connected. Tees in hierarchical form 

(Fig.2(b)) by grouping units according to the constraints in 

bandwidth. 

 

(a) Shared bus 

 

(b) Hierarchical Bus 

Fig.2. Bus type interconnection system 

 A bus is generally made up of data lines, lines control and a 

referee. This type of approach has the advantage of having a 

simple work at low cost but is however very limited in terms of 

performance because this type of communication only allows one 

module to communicate at a time according to arbitration. This 

results in very strong data bottleneck formations. Frequent with 

the increase of connected units. 

An expensive approach is to use a crossbar to interconnect the 

units of calculation. The principle consists in defining a matrix of 

multiplexers allowing any unit of the system to communicate with 

another, in the most efficient way possible point-to-point, and thus 

allowing parallel communications. This approach is very 

expensive on the surface but suitable for systems with a number 

reduced calculation units. A compromise also consists in partially 
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achieving this matrix according to communication needs if they 

are foreseeable. As the architecture of the reconfigurable 

processor, called Reconfigurable Operators for Multimedia 

Applications (ROMA), recently proposed by the CEA-LIST [5-

6]. This architecture uses a crossbar as an interconnection system 

between thick-grained computation units and different memory 

banks. 

For a SoC, Usually different types interconnects are combined 

in a single SoC, using the advantages of each. Point-to-point 

communications are for example reserved for critical parts in 

terms of time and shared bus communications are rather dedicated 

to devices that are slow and require little bandwidth. The use of 

crossbar in complete partially solves the performance 

requirements for SoCs [7]. However, these solutions very quickly 

turn out to be limited in number of calculation units. With 

increasing integration technologies, it is now possible to 

implement in a SoC more advanced interconnection systems such 

as a network on a single chip. The major contributions in this 

paper as follows: the recent well known network topologies are 

shortlisted. The four topologies such as mesh, torus, spidergon 

and binary tree are implemented by using Verilog programming 

language in Xilinx Vivado tool. The advantages and drawbacks 

of each topologies are discussed. The corresponding results and 

comparative analysis of four topologies are reported.  

2. NETWORKS ON A CHIP 

2.1 INTRODUCTION TO NOC TOPOLOGIES 

The first network concepts and prototypes of on-chip 

communication, called Network-on-Chip (NoC), appeared [8]. 

According to the definition proposed by Dally, an interconnection 

network corresponds to a system for transporting data between 

terminals. The Fig.3 illustrates an example with three terminals 

T0, T1 and T2. 

 

Fig.3. Functional interconnection network with three terminals 

The terminals communicate with each other by transmitting 

messages (data) through network. In our case, a terminal 

corresponds to a source point or a drop point (sink) data. The 

network can make several simultaneous connections between 

terminals thus authorizing several communications in parallel and 

modifying them at any instant [9]. A network is defined as a 

system because it is composed of different res-sources: memory, 

communication channel and a data switching element called 

router which organize themselves to transmit messages between 

terminals. We define a channel as a set of wires interconnecting 

the input and output ports output from routers to transport data. 

On the scale of the SoC, let us now consider that each terminal 

corresponds to a unit of calculation. The interconnection network 

approach, illustrated in Fig.4, consists of quantize messages to 

transport them from a source unit to a destination unit, through a 

network of routers linked by physical communication channels. 

 

Fig.4. Network type interconnection system 

2.2 STRUCTURE OF A MESSAGE IN NOC 

Each message, shown in Fig.5, is split into several data 

packets. The packet is the information unit of the communication 

network [10]. They are in general composed of a header 

containing control information and the useful data to transport. In 

order to be able to be transmitted in the network, these packets are 

divided into elementary packages called flits (contraction of flow 

control digits).These flits can be further subdivided into phits 

(contraction of physical units) corresponding to laying down a 

unit of data which can be physically transferred through a channel 

data between two routers in one clock cycle. Performance (i.e. 

latency, bandwidth, consumption) of a network on a chip depend 

initially the choice of the granularity of each data unit (message, 

flits, phits) 

 

Fig.5. Structure of a message in a NoC network 

Numerous studies have been carried out over the past ten 

years, to carry and evaluate different interconnection solutions of 

multiprocessor systems towards this new approach to 

communication network. This is the case, for example, for the 

architecture Chameleon [11] whose communications have been 

evaluated in a network context of processors on chip. 

The specification of a network is based on three essential 

points: the topology of the network, which specifies the structure 

of the network, the switching technique which specifies the 

mechanisms access to resources and the routing algorithm [12] 

that determines traffic management (dis-data tributivity) in the 

network. These points are interdependent. For example, the 

choice of a topology implies a choice of routing algorithms 

specific to the topology. Thus, all the difficulty for the designer 

consists in making compromises in terms of consumption, 

performance, robustness and complexity. 

3. NETWORK TOPOLOGY 

The terminology of the communication network uses terms 

defined in the field of graph theory. The topology of the network 

[13]-[14] corresponds to the organization of the interconnection 

of units by communication channels. It is defined as a set N of 
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nodes (vertices) connected by a set C of channels (edges). A 

channel cx,y such that 

 cx,y=(x,y) ∈ C|x,y ∈ N (1) 

Allows to connect a node x to a node y. The topology of a 

network is thus represented felt by the graph G. 

 G=(N,C) (2) 

There is no ideal topology for every system and the designer's 

difficulty is to achieve a set of trade-offs between connectivity, 

resource cost and also the choices of the granularity of the 

messages in the network. 

At the architectural level, we call node the computation unit 

(PE) pair with its associated data router [15], as illustrated in 

Fig.6. 

The degree of freedom of a node corresponds to the number 

of channels allowing a node to communicate with neighboring 

nodes. It corresponds to the sum of the number of channels of 

incoming communication with the number of outgoing 

communication channels [16]. This parameter significantly 

affects the complexity of the network and the size of the 

communication. 

The distance between the nodes is generally measured in 

number of hops. More generally, there can be several possible 

data paths between two nodes x and y. We call px,y the 

corresponding data path between x and y to an ordered set of 

channels. The number of channels contained in this setthen 

corresponds to the length of the path. 

 px,y={c0,c1,…,ck} |∀I ∈ , ci∈C (3) 

According to their topology, communication networks are 

classified into three categories: direct, indirect and irregular 

networks [17]. In the case of a direct network, each node is 

connected to neighboring nodes by point-to-point links. The best 

known direct networks are mesh networks (gridor mesh), torus, 

folded torus and octagon. The mesh topology is the most common 

for multi-PE systems for networks on a chip. An example of a 3x3 

mesh [18] is shown in Fig.6. 

 

Fig.6. Example of a 33 NoC network in grid topology (mesh) 

Each node corresponds to a computing unit, a network 

interface (Network Inter- face (NI)) and a router. The network 

interface [19] makes it possible to decouple the computing unit 

from the communication network. It takes care of putting the data 

issues from the unit in order to transmit it over the network. The 

router implements the policy routing required to transmit data 

from one computing unit to another. 

Generally, a router is composed of input and output buffers. 

Output allowing to manage several data packets in parallel, from 

a crossbar to routing an incoming packet to one of the outputs of 

the router and a controller allows so much to arbitrate the various 

referral requests according to the input data and the state of 

neighboring routers. This global control is governed by a routing 

algorithm. 

In an indirect type network, the routers of each PE are not 

directly connected but through one or more routers which are 

connected by point-to-point links [20]. In networks on a chip, tree 

topologies or butterfly topologies are most used. In a tree-type 

topology, the compute nodes correspond to the leaf nodes of the 

tree (ends of the communication network). It is obvious that this 

topology poses disadvantages in terms of bandwidth and 

bottleneck of data located mainly at the root node. To overcome 

this problem, an improvement consists in using a fat tree topology 

which keeps the same structure that the tree but whose 

communication channels increase as we get closer to the root 

node. The objective being to increase the bandwidth progressively 

to the root node thus reducing data bottlenecks. Finally, irregular 

networks are generally a mixture of direct and indirect networks. 

They are used for very specific applications. They are however 

many more complex in terms of time performance prediction due 

to the topology irregular. Whatever the chosen topology, a 

network on a chip is said to be homogeneous or heterogeneous. A 

network is said to be homogeneous when all the computation units 

of the network are identical. Otherwise, the network is said to be 

heterogeneous. The homogeneous approach [21] is the simplest 

to be implemented. The heterogeneous approach is the most 

optimized in terms of performance but more complex to 

implement due to the mixture of unit types. In the embedded field, 

this second approach is the most relevant. Indeed, the surface 

being limited, it is often necessary to make heterogeneous 

computation units coexist in order to ensure complementarity in 

terms of calculation efficiency. 

The implementation of a network on a chip generally involves 

an obvious additional cost in surface with respect to a point-to-

point interconnection. This additional cost is offset by flexibility 

of parallel communications and better integration of units 

calculation in the system. A very large number of network-on-

chip proposals (NoC) has been studied for several years [22]-[23]. 

More and more multi-systems processors on a chip then adopted 

this interconnection solution in areas applications such as 

telecommunications. Networks on a chip present also a growing 

interest in the realization of SoC. 

4. IMPLEMENTATION OF NETWORK 

TOPOLOGIES AND RESULTS 

In the state of the art there are several network topologies 

(regular or non-regular), this section describes some topologies of 

regular type with in detail explanation with support of 

experimental results: 
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4.1 MESH NETWORK 

This network consists of m columns and n rows. Routers are 

located at intersections of two points. The addresses of the routers 

can be easily defined by XY coordinates in the mesh. The mesh 

network [24] is the network no longer used thanks to its scalability 

and flexibility for the application of different routing algorithms. 

The mesh topology is depicted in Fig.7. 

 

Fig.7. Mesh network topology 

The 1616 mesh network is implemented by using Verilog 

and data packet transmission on reception is verified. The 

corresponding results are shown in Fig.8 and device utilization 

report is shown in Fig.9. 

 

Fig.8. Waveforms of Mesh network 

 

Fig.9. Utilization report of Mesh network  

4.2 TORUS NETWORK 

A Torus network [25] is an improved version of mesh 

network. The Torus network structure is simple: it is about a mesh 

in which the end routers are connected to each other to others in a 

symmetrical way. The network Torus has better path diversity 

than that of the mesh network, in return for this network presents 

a complexity at the level of the implementation of routing 

algorithms. The pictorial representation of torus network is 

depicted in Fig.10. 

 

Fig.10. Torus network Topology 

 

Fig.11. Waveforms of Torus network 

 

Fig.12. Utilization report of Torus network 

In Fig.11, the 1616 torus network is implemented and tested. 

These results indicates that, the data packets are effectively 

transferred and received. The Fig.12 represents utilization report 

of torus network. 

4.3 SPIDERGON 

The Spidergon-STNoC [26] is a NoC, which was developed 

in cooperation with STMicroelectronics and the University of 

Pisa. It is a NoC for heterogeneous SoCs is developed with many 

different IPs. The Spidergon-STnoC supports a Variety of 

different topologies from a ring topology to simple spanning trees 

up to irregular chordal rings. The NoC also offers special circuits, 

to enable a mesochronous overall system. As a switching method 

a wormhole switching is used in the Spidergon-STNoC, which is 
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achieved by two virtual channels is expanded. In addition, router 

and network interface are supported a packet-based 

communication. The routing within the NoC is deterministic and 

encoded in the packet header. This means that packet-based 

communication has an end-to-end control and thus offers a certain 

quality of service (GS). However, cycle-specific guarantees about 

latency and throughput cannot be given. Since delays due to 

collisions in the routers are not prevented or must be taken into 

account. The spidergon network representation is reported in 

Fig.13. 

 

 

Fig.13. Spidergon network topology 

 

Fig.14. Results of Spidergon network 

 

Fig.15. Utilization of Spidergon network 

From Fig.14 and Fig.15, the spidergon network requires less 

number of resources compared with mesh and torus topologies. 

However the spidergon topology is not suitable for real time 

implementations. 

4.4 TREE NETWORK 

The extended tree network is an indirect network (the number 

of nodes is independent of that of IP cores) where the nodes are 

routers and the leaves are hearts connected to the network [27]. 

Routers that are above leaves are called his ancestors and 

respectively the leaves which are below of their ancestor are 

called his descendants. In the tree topology each node has multiple 

ancestors which mean that there are many alternate paths between 

nodes and that we have a router with a high degree Tree network 

expanded in butterfly. The tree network is represented in Fig.16. 

 

Fig.16. Tree network topology  

The butterfly flat-tree topology [28] is used to have a lower 

degree than topology flat-tree. However, this topology increases 

the interconnection complexity and the cost surface due to its 

higher shaft height high. Indeed for this topology each node has 

two ancestors and four descending nodes. To point out the nodes, 

coordinates (L,P) are given to each node where L indicates the 

level of the node, and P indicates its position within this level. 

Address of lowest level is zero and the addresses of nodes are 

defined from 0 to (N-1). There are N/4 nodes at the first level and 

N/(2j+1) nodes for the jth level. The number of switches at each 

level is divided by 2. 

 

Fig.17. Wave forms of synchronous binary tree network 

 

Fig.18. Resources utilization of synchronous binary tree   
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Fig.19. Wave forms of Asynchronous binary tree network 

 

Fig.20. Utilization of Asynchronous binary tree network 

The binary tree network implementation [29] is segregated in 

two modes which are synchronous and asynchronous modes. In 

synchronous mode the single clock is used for each node. The 

results and resource utilization of synchronous binary tree 

network is shown in Fig.17 and Fig.18 respectively. In 

asynchronous mode, the master clock divided into multiple clocks 

for each node in the network. The corresponding asynchronous 

binary tree network results are reported in Fig.19. The resource 

utilization of asynchronous binary tree network is shown in 

Fig.20. The comparison results of resource utilization of four 

topologies reported in Table.1. 

Table.1. Comparison result for Estimation utilization 

 
Mesh 

(%) 

Torus 

(%) 

Spidergon 

(%) 

Tree 

Sync 

(%) 

Async 

(%) 

LUT 313 42 5 1 1 

FF 90 19 3 1 1 

IO 4481 8449 2 297 298 

BUFG 3 3 3 3 6 

5. CONCLUSIONS 

The design of new Systems on Chip focuses on the structure 

communication which, like IPs, must be able to be reusable and 

cope with technological developments. To cope with current 

developments, new communication structures will have to first, 

be flexible. In this paper four well known network topologies are 

implemented which are mesh, torus, spidergon and binary tree. 

All four topologies are successfully implemented and resource 

utilizations are reported. Among these four topologies the mesh 

and torus topologies are suitable for SoC in real time 

implementation scenario. 
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