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Abstract

Industrial cyber—physical systems increasingly have relied on secure
circuits that also have aligned with carbon neutral goals. Prior studies
have emphasized detection accuracy, yet the energy footprint of
security algorithms has remained marginally addressed. The need for
energy-aware cybersecurity circuits has therefore emerged as a critical
research direction. Conventional intrusion detection circuits have
consumed excessive power due to continuous monitoring that has
depended on computationally intensive learning models. These
approaches have limited suitability for green industrial infrastructure,
where both security assurance and energy efficiency have been
demanded simultaneously. A lack of unified frameworks that have
integrated low-power algorithms with sustainable circuit deployment
has persisted. A novel energy-efficient framework that has been termed
OSV-BiSGA has been proposed for industrial cybersecurity circuits.
The framework has combined a one-class support vector model with a
bidirectional snow geese optimization algorithm that has minimized
redundant computations. Continuous monitoring that has been
designed at the circuit level has adapted sampling rates dynamically,
which has reduced idle power consumption. Green infrastructure
principles that have included low-leakage components and adaptive
voltage scaling have been incorporated into the circuit design.
Optimization that has guided parameter selection has ensured minimal
energy usage without degrading detection reliability. The proposed
OSV-BiSGA framework achieves an accuracy of 0.95, precision of
0.93, recall of 0.94, and F1-score of 0.94 at a population size of 30,
while reducing energy consumption to 40 J. Compared with Static One-
Class SVM, PSO-Optimized IDS, and Always-On Deep Learning IDS,
the framework reduces energy usage by up to 63% while maintaining
superior detection performance.
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1. INTRODUCTION

The rapid expansion of industrial cyber—physical systems has
intensified the demand for cybersecurity mechanisms that align
with carbon neutral objectives. Modern industrial circuits have
supported automation, real-time control, and data-driven decision
processes, yet these advances have also increased exposure to
cyber threats. Prior research has emphasized robust detection
algorithms and resilient architectures that have protected
industrial assets against attacks [1]. At the same time,
sustainability concerns have motivated the adoption of energy-
aware designs that have reduced power consumption across
sensing, computation, and communication layers [2]. Green
infrastructure that has integrated low-power circuits, adaptive
resource  management, and environmentally  conscious
deployment strategies has therefore emerged as a parallel research
focus [3]. The convergence of cybersecurity and sustainability has
thus become essential rather than optional.
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Despite these advances, several challenges have persisted in
industrial cybersecurity circuits. Continuous monitoring that has
relied on always-on detection modules has increased energy
dissipation, particularly in resource-constrained industrial nodes
[4]. Many learning-based security mechanisms have depended on
complex feature extraction and high-dimensional optimization,
which has escalated computational overhead and carbon footprint
[5]. These challenges have limited the practical deployment of
secure circuits within green industrial infrastructures, where
energy budgets and thermal constraints have remained strict.

The core problem has therefore involved the lack of a unified
framework that has simultaneously addressed intrusion detection
accuracy, continuous monitoring reliability, and energy efficiency
at the circuit level [6]. Existing approaches have often optimized
security performance in isolation, while sustainability
considerations have been treated as secondary design constraints
[7]. This separation has resulted in solutions that have performed
well in controlled environments but have shown limited
scalability and long-term feasibility in carbon-conscious
industrial settings.

The primary objective of this research has been to design an
energy-efficient cybersecurity framework for industrial circuits
that supports carbon neutral goals without compromising
detection effectiveness. The study has aimed to integrate
continuous monitoring that has adapted dynamically to system
behavior, alongside a lightweight learning mechanism that has
minimized redundant computation. Another objective has
involved embedding green infrastructure principles directly into
the circuit-level design, rather than addressing sustainability as an
external optimization layer.

The novelty of this work lies in the coupling of a one-class
support vector mechanism with a bidirectional snow geese
optimization strategy within an industrial circuit context. Unlike
conventional designs, the proposed OSV-BiSGA framework has
balanced anomaly detection capability with energy-aware
optimization, which has reduced unnecessary monitoring
overhead. Furthermore, the framework has introduced adaptive
operational modes that have aligned cybersecurity functions with
carbon efficiency targets.

The main contributions of this study are twofold. First, a
carbon-aware cybersecurity circuit framework that has integrated
energy-efficient algorithms with continuous monitoring has been
presented. Second, an optimization-driven design methodology
that has demonstrated measurable reductions in power
consumption while maintaining industrial security requirements
has been validated through experimental analysis.

2. RELATED WORKS

Early studies on industrial cybersecurity have primarily
focused on detection accuracy and system robustness. Several
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works have proposed machine learning-based intrusion detection
systems that have utilized support vector machines, decision trees,
and neural networks for identifying abnormal behavior in
industrial control networks [8]. These approaches have
demonstrated strong detection performance; however, their
implementation has often involved high computational
complexity, which has limited their suitability for energy-
constrained industrial circuits.

Subsequent research has explored one-class classification
techniques that have addressed scenarios where labeled attack
data has remained scarce. One-class support vector models have
been widely adopted due to their ability to model normal behavior
effectively [9]. These models have reduced training complexity,
yet their deployment in continuous monitoring environments has
still incurred nontrivial energy costs, especially when combined
with high-frequency sampling.

Optimization algorithms inspired by natural processes have
also been investigated to enhance cybersecurity performance.
Swarm intelligence techniques such as particle swarm
optimization and genetic algorithms have been applied to
parameter tuning and feature selection tasks [10]. These methods
have improved detection efficiency, but iterative optimization
processes have increased processing overhead, which has
conflicted with green computing objectives.

In parallel, research on energy-efficient industrial circuits has
emphasized low-power design strategies and adaptive resource
management. Techniques such as dynamic voltage and frequency
scaling have been introduced to reduce power consumption
during low-load conditions [11]. While these methods have
supported sustainability, they have rarely been integrated
explicitly with cybersecurity functions, leading to fragmented
design approaches.

Continuous monitoring frameworks have also been examined
extensively. Prior works have proposed always-on monitoring
architectures that have ensured rapid attack detection in critical
infrastructures [12]. Although effective from a security
perspective, such architectures have significantly increased
energy usage, particularly when deployed across large-scale
industrial networks.

More recent studies have begun to address green cybersecurity
concepts. Some researchers have investigated energy-aware
intrusion detection systems that have adjusted detection intensity
based on perceived risk levels [13]. These approaches have
represented an important step toward sustainable security, yet
they have often lacked optimization mechanisms that have
systematically minimized energy consumption at the algorithmic
level.

Nature-inspired algorithms tailored for energy efficiency have
gained attention in recent years. Optimization strategies based on
migratory behavior, such as bird flocking models, have been
explored for reducing computational redundancy [14]. These
methods have shown promise in balancing exploration and
exploitation with lower iteration counts. However, their
application to industrial cybersecurity circuits has remained
limited, and comprehensive frameworks that have combined such
algorithms with one-class detection and green infrastructure
principles have been scarce.
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3. PROPOSED OSV-BISGA METHOD

The proposed OSV-BiSGA framework has been designed as
an energy-efficient cybersecurity mechanism for industrial
circuits that has aligned with carbon neutral goals. The method
has integrated a one-class support vector model with a
bidirectional snow geese optimization strategy that has reduced
computational redundancy during continuous monitoring. A
green infrastructure-aware circuit design has been incorporated,
which has enabled adaptive operation under varying workload
conditions. Continuous monitoring that has been implemented at
the circuit level has dynamically adjusted sampling and
processing intensity based on observed system behavior. As a
result, the framework has maintained reliable intrusion detection
while overall energy consumption has been significantly reduced.

3.1 INDUSTRIAL DATA ACQUISITION AND
ENERGY-AWARE PREPROCESSING

Industrial data acquisition has operated as the first stage of the
proposed framework. The system continuously receives network
traffic, sensor signals, and control messages from industrial
circuits. Raw data streams have often contained noise,
redundancy, and temporal irregularities, which have increased
unnecessary processing load. To mitigate this issue, an energy-
aware preprocessing module has been introduced.

Preprocessing has normalized incoming signals and filtered
irrelevant features using lightweight statistical operations. Feature
scaling has ensured numerical stability for the learning model,
while redundancy elimination has reduced dimensionality. This
stage has minimized switching activity within the circuit, which
has directly contributed to lower power dissipation.

The preprocessing operation has been mathematically
expressed as:

X o = 22 ®
Oy
Boep = Z(PI 'Ti) )
i1

where X is represented the acquired industrial data, ux and ox have
denoted the mean and standard deviation, Eprep iS indicated
preprocessing energy consumption, P; has denoted processing
power, and T; is represented execution time. The reduced Egyrep has
validated the effectiveness of the preprocessing stage.

3.2 ONE-CLASS SUPPORT VECTOR MODELING

The second stage has involved the learning of normal
industrial behavior using a one-class support vector mechanism.
Unlike multi-class classifiers, the one-class model has focused
solely on legitimate operational patterns, which has made it
suitable for industrial environments where attack samples have
been scarce. The model has constructed a decision boundary that
has enclosed normal data points within a high-dimensional feature
space. Any deviation from this learned boundary has been treated
as anomalous behavior. This design choice has reduced training
complexity and memory usage, which has supported green circuit
objectives.
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The decision function of the one-class support vector model
has been defined as:

f (x) =sign (leai K(x:,x)— p] ?3)
I R
min SOWE +=> & -p (4)

i=1

where K(-) has represented the kernel function, a; have denoted
Lagrange multipliers, pn as indicated the offset, and vn as
controlled the fraction of outliers. The compact model
representation has reduced circuit-level storage and computation
requirements.

3.3 BIDIRECTIONAL SNOW GEESE
OPTIMIZATION FOR PARAMETER TUNING

To further enhance energy efficiency, a bidirectional snow
geese optimization algorithm has been employed for parameter
tuning. This stage has optimized kernel parameters and
monitoring thresholds with minimal iteration overhead. The
migratory behavior of snow geese has inspired a balanced
exploration—exploitation strategy that has converged rapidly.

Bidirectional movement has enabled both forward and
backward search directions, which has prevented premature
convergence and excessive iterations. As a result, the
optimization process has required fewer computational cycles,
which has translated into lower dynamic power consumption.

The optimization update process has been modeled as:
R Pt+a'(Gbest_Pt)+ﬂ'(Pprev_Pt)

t+1

©)

.

Eopt = zct 'Vrz : f[ (6)
t=1

where P; is represented as parameter positions, Gpest is denoted as

the global best solution, « and S have controlled movement

weights, and Eqpy is indicated optimization energy consumption.

The reduced T is reflected faster convergence.

4. ADAPTIVE SAMPLING

Continuous monitoring has been a critical requirement for
industrial cybersecurity, yet it has been a major contributor to
energy drain. To address this challenge, the proposed framework
has introduced adaptive sampling mechanisms. Monitoring
intensity has been adjusted based on real-time risk estimation.

Under stable operating conditions, the system has reduced
sampling frequency, while suspicious patterns have triggered
higher monitoring resolution. This adaptive behavior has ensured
security responsiveness without maintaining constant high-power
operation.

The adaptive sampling model has been expressed as:
f.(®) = frin +7-R(1) )
P.,t)=C-V?-f(t) (8)
where fs(t) has denoted sampling frequency, R(t) has represented
estimated risk, and Pmon(t) has indicated monitoring power

consumption. The proportional adjustment has minimized
unnecessary energy usage.
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The final stage has focused on integrating green infrastructure
principles directly into circuit operation. This stage has
incorporated adaptive voltage scaling and low-leakage
operational modes. Circuit components have transitioned between
active, standby, and sleep states based on workload demand.

This dynamic behavior has reduced static and dynamic power
losses, particularly during idle monitoring periods. The
coordination between algorithmic decisions and hardware states
has distinguished the proposed framework from conventional
designs.

The circuit power model has been defined as:
Pooy =Py + Py =C-V2-f +1

total dyn leak

T
Etotal = Ioptotal (t) dt

where Pgyn has represented dynamic power, P is denoted
leakage power, and Etal has indicated total energy consumption.
The reduction in both components has validated the carbon-aware
design.

Vv )

(10)

leak

S. RESULTS AND DISCUSSION

The experimental evaluation is conducted using a simulation-
driven approach that reflects realistic industrial cybersecurity
scenarios. The proposed OSV-BiSGA framework is implemented
in a MATLAB R2023b environment, which supports numerical
optimization, machine learning modeling, and energy analysis.
The simulation tool is selected due to its stability and suitability
for circuit-level algorithmic validation. All experiments are
executed on a workstation that uses an Intel Core i9 processor
with 64 GB RAM and a solid-state drive, which ensures consistent
computational performance during repeated runs. The operating
system is Windows 11 Pro, which provides a controlled execution
environment. The simulation setup enables repeatable
experiments, controlled parameter variation, and precise
measurement of performance metrics. The present configuration
supports continuous monitoring scenarios that reflect industrial
operating conditions, while maintaining reproducibility and
methodological transparency.

The experimental setup parameters that govern the proposed
framework, which defines algorithmic, monitoring, and energy-
related configurations. These parameters are selected based on
prior industrial cybersecurity studies and preliminary tuning
experiments.

Table.1. Experimental setup parameters and values

Parameter Description Value
One-class support vector Radial

Kernel type kernel basis
Kernel width (¢)  |Spread of decision boundary 0.5
v parameter Outlier control factor 0.1
B'SGA. . Number of candidate solutions 30
population size
Maximum Optimization convergence 50
iterations limit
Initial sampling Monitoring rate 1 kHz
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frequency
]Ic\/llnlmum sampling Energy-saving mode 200 Hz
requency
Supply voltage Circuit operating voltage 1.0V
Capacitance Effect_lve switching 10 pF
capacitance

Accuracy measures the proportion of correctly classified
instances, which reflects the reliability of the detection model.
Precision quantifies the proportion of detected anomalies that are
true attacks, which reduces false alarms that burden industrial
operators. Recall represents the ability of the system to detect
actual intrusions, which is critical for safety-critical circuits. F1-
score provides a harmonic balance between precision and recall,
which ensures stable performance under class imbalance. Energy
consumption measures the total energy used during monitoring
and detection, which directly reflects alignment with carbon
neutral objectives. These metrics collectively capture both
cybersecurity performance and energy efficiency.

The comparative evaluation includes three existing methods
that represent different design philosophies. Static One-Class
SVM applies a fixed-parameter one-class classifier without
adaptive optimization. PSO-Optimized IDS employs particle
swarm optimization for tuning detection parameters with
moderate energy awareness. Always-On Deep Learning IDS
relies on continuous deep neural inference that emphasizes
accuracy at the cost of high energy usage.

5.1 QUANTITATIVE RESULTS

POPULATION SIZE

OVER

The population size is increased up to 30, which corresponds
to iterative optimization stages.

Table.2. Accuracy comparison over iterations

. PSO-
raion S5 0% opimizeg A1 PoEe,
0.78 0.81 0.84 0.86
0.80 0.84 0.87 0.90
13 0.82 0.86 0.89 0.92
19 0.83 0.87 0.90 0.94
25 0.84 0.88 0.91 0.95

Table.3. Precision comparison over iterations

. PSO-
eraton 24O otz A Poeeed,
0.75 0.79 0.82 0.85
0.77 0.82 0.85 0.88
13 0.79 0.84 0.87 0.90
19 0.80 0.85 0.88 0.92
25 0.81 0.86 0.89 0.93

2248

Table.4. Recall comparison over iterations

. PSO-

. _|Static One- T Always-On| Proposed
fteration|ciass svm Pl DL IDS  |0sv-BisGA
1 0.76 0.80 0.83 0.85

0.78 0.83 0.86 0.89
13 0.80 0.85 0.88 0.91
19 0.81 0.86 0.89 0.93
25 0.82 0.87 0.90 0.94
Table.5. F1-score comparison over iterations
. PSO-

. __|Static One- -~ |Always-On| Proposed
lteration| ¢ass svm Opﬁ'[r)“s"zed DL IDS |OSV-BiSGA
1 0.75 0.80 0.82 0.85

0.77 0.83 0.85 0.89
13 0.79 0.85 0.88 0.91
19 0.80 0.86 0.89 0.93
25 0.81 0.87 0.90 0.94
Table.6. Energy consumption comparison (Joules)
. PSO-
. __|Static One- -~ |Always-On| Proposed
lteration| ¢ass svm Opﬁ'lgns'zed DL IDS |OSV-BiSGA
1 52 60 95 48
55 63 98 46
13 57 66 102 44
19 59 68 105 42
25 60 70 108 40
The results in Table.2-Table.6 demonstrate consistent

performance improvements for the proposed OSV-BiSGA
framework. Accuracy increases from 0.86 at iteration 1 to 0.95 at
iteration 25, which exceeds the Static One-Class SVM by 11
percentage points and the PSO-Optimized IDS by 7 percentage
points, as shown in Table.2. Precision and recall trends in Table.3
and Table.4 indicate balanced detection behavior, where precision
reaches 0.93 and recall reaches 0.94 at the final iteration. This
balance has directly improved the F1-score, which attains 0.94 in
Table.5. Energy consumption results in Table.6 highlight the
sustainability advantage of the proposed framework. While the
Always-On Deep Learning IDS consumes up to 108 J, the
proposed OSV-BiSGA consumes only 40 J at iteration 25, which
corresponds to an energy reduction of approximately 63%. Even
when compared with the Static One-Class SVM, the proposed
method maintains lower energy usage due to adaptive sampling
that reduces idle operation.

6. CONCLUSION

This study presents a carbon-aware cybersecurity framework
for industrial circuits that integrates a one-class support vector
mechanism with bidirectional snow geese optimization and green
infrastructure principles. The proposed OSV-BiSGA framework
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simultaneously addresses intrusion detection reliability and
energy efficiency, which remains a critical challenge in industrial
cyber—physical systems. Quantitative evaluation demonstrates
that the framework achieves high accuracy, precision, recall, and
F1-score while substantially reducing energy consumption. The
results confirm that adaptive monitoring which adjusts sampling
intensity based on risk estimation reduces unnecessary power
usage without degrading security. Optimization that converges
rapidly limits computational overhead, which further supports
carbon neutral goals. Compared with Static One-Class SVM,
PSO-Optimized IDS, and Always-On Deep Learning IDS, the
proposed framework delivers superior performance across all
evaluated metrics. From a broader perspective, this work
establishes that sustainability can be embedded directly into
cybersecurity circuit design rather than treated as an external
constraint. The proposed methodology provides a scalable
foundation for future industrial security systems that must operate
under strict energy and environmental constraints. As industries
increasingly adopt green infrastructure, the presented framework
offers a practical and effective pathway toward secure and carbon-
efficient industrial applications.
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