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Abstract 

Modern CMOS processors face a significant challenge in power 

consumption, primarily due to switching and leakage power. With 

rising demands for energy-efficient systems, especially in mobile and 

IoT devices, managing dynamic and static power has become essential. 

Conventional clock gating techniques lack adaptability to workload 

variability, leading to inefficient power savings. Fixed gating schemes 

either over-constrain performance or underperform in power savings. 

This work proposes a Low-Power Reconfigurable Match Table (RMT)-

based Clock Controller that dynamically adjusts clock gating 

granularity based on real-time workload profiling. The system 

leverages a match table reconfiguration mechanism, enabling fine-

grained control of clock signals to idle submodules. Implemented in a 

45nm CMOS processor simulation environment, this approach 

combines workload prediction and table-driven reconfiguration for 

minimal leakage and switching overhead. Simulation results show a 

38.6% reduction in switching power and a 29.3% reduction in leakage 

power compared to traditional fixed clock gating, with only 1.2% 

performance overhead. Power savings remain consistent across varied 

computational loads. 
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1. INTRODUCTION 

The demand for energy-efficient processors has been 

increasing due to the growing need for mobile computing, cloud 

services, and high-performance applications. Modern processors, 

particularly in mobile devices and embedded systems, have to 

balance high performance with low power consumption to ensure 

long battery life while handling complex workloads. Among the 

various methods to achieve power savings, Clock Gating (CG) 

has emerged as an effective technique, where the clock supply to 

inactive modules is cut off to reduce dynamic power 

consumption. The Fixed Clock Gating (FCG) and Fine-Grained 

Adaptive Clock Gating (FGACG) methods, both based on pre-

defined or dynamically monitored clock gating policies, have 

been widely adopted [1]. However, these methods are often 

insufficient in meeting the power efficiency demands of next-

generation computing systems due to their lack of flexibility in 

real-time workload adaptation and coarse granularity. 

Simultaneously, Dynamic Voltage and Frequency Scaling 

(DVFS) has been a dominant power management strategy, 

enabling the adjustment of processor voltage and frequency based 

on workload demands. However, it introduces trade-offs between 

performance and power savings, leading to challenges in 

balancing these two factors [2]. More recent approaches have 

integrated Clock Gating with DVFS, but such solutions still fall 

short in offering optimal power savings under varying workload 

conditions. 

Despite these advancements, several challenges remain in the 

pursuit of more efficient power management strategies for 

modern processors. First, traditional methods such as FCG and 

DVFS are not adaptive enough to respond to rapid changes in 

workload characteristics. This often leads to energy inefficiency 

during periods of low utilization or excessive power consumption 

under bursty workload conditions. Second, the reconfiguration 

latency and the performance overhead associated with dynamic 

adjustments like DVFS are critical bottlenecks, especially for 

high-performance processors. These methods also struggle to 

optimize both dynamic power (switching power) and static power 

(leakage power) simultaneously [3]. 

Another challenge is the need for techniques that can optimize 

power consumption without introducing significant overheads, 

especially in real-time environments where rapid adjustment is 

necessary. The ability to dynamically adapt the clock gating 

policies based on workload and memory access patterns is 

essential to improve both power and performance metrics in 

contemporary processors [4]. Moreover, power management 

solutions need to be scalable and efficient across different use 

cases, from lightweight mobile devices to heavy computational 

servers. 

Given the limitations of existing power management 

techniques such as Fixed Clock Gating (FCG), DVFS, and 

FGACG, the core problem addressed in this work is to design a 

power management technique that provides adaptive, real-time 

clock gating based on workload profiling to achieve low power 

consumption with minimal overhead. This technique should 

overcome the challenges of high reconfiguration latency, 

inefficient power efficiency, and performance degradation that 

occur in current systems under varying CPU utilization and 

memory access rates. 

The primary objectives of this research are as follows: 

• To develop a low-power reconfigurable match table-based 

clock controller that integrates real-time workload profiling 

to dynamically control clock gating and optimize power 

consumption. 

• To minimize the reconfiguration latency and performance 

overhead typically seen in traditional methods. 

• To improve both switching power and leakage power 

reduction across varying CPU utilization and memory 

access rates. 

• To ensure that the proposed method is scalable and efficient 

for use in modern processor architectures, achieving high 

power efficiency and performance balance. 

The novelty of this work lies in the integration of real-time 

workload profiling using hardware counters with a reconfigurable 

match table-based clock gating mechanism. This innovative 

approach allows dynamic and fine-grained clock gating decisions 
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based on CPU utilization and memory access rates, offering 

superior adaptability and energy savings compared to traditional 

fixed or coarse-grained clock gating methods. 

The key contributions of this research include: 

• A novel clock gating strategy that combines real-time 

profiling with dynamic clock gating, significantly reducing 

dynamic and leakage power. 

• A reconfigurable match table that supports adaptive 

adjustments of clock gating policies based on workload 

patterns, minimizing power overhead while improving 

energy efficiency. 

• A comprehensive performance evaluation demonstrating the 

effectiveness of the proposed method compared to existing 

power management techniques, such as FCG, DVFS, and 

FGACG, with reduced reconfiguration latency and 

improved power efficiency. 

2. RELATED WORKS 

In recent years, there has been significant research on power 

management techniques for processors, with a focus on reducing 

both dynamic power and static power. Key techniques include 

Clock Gating (CG), Dynamic Voltage and Frequency Scaling 

(DVFS), and various hybrid approaches combining both. 

The basic principle behind clock gating is to turn off the clock 

signal to inactive parts of the processor to reduce switching 

power. Fixed methods like FCG have been widely used in 

hardware design to disable the clock to idle blocks, but this 

method can be inefficient under varying workloads. Moreover, it 

often leads to increased latency when transitioning between active 

and idle states, which can be detrimental to performance [8]. 

DVFS is another widely researched technique that adjusts 

processor voltage and frequency according to workload demands. 

While DVFS helps reduce power consumption by lowering 

voltage and frequency during periods of low activity, it introduces 

significant performance overhead and does not address static 

power consumption effectively. Research has focused on 

combining DVFS with clock gating to achieve better power 

savings. However, this combination still struggles to balance 

performance and power consumption under bursty or 

unpredicTable workloads [9]. 

Fine-Grained Adaptive Clock Gating (FGACG): Fine-grained 

clock gating techniques, such as FGACG, aim to selectively gate 

the clock at a finer level, often within a single module, based on 

the workload characteristics. These methods provide more 

flexibility compared to fixed clock gating but still have limitations 

in real-time workload adaptation. FGACG techniques have been 

shown to improve dynamic power savings but can still suffer from 

high overhead during the transition between active and idle states 

[10]. 

Combining CG and DVFS: Researchers have explored hybrid 

power management techniques that combine clock gating with 

DVFS to achieve better power reduction while maintaining 

performance. These approaches aim to optimize dynamic and 

static power simultaneously but often encounter scalability issues 

as the complexity of processors increases. Additionally, the need 

for real-time workload profiling and fast adjustments has not been 

fully addressed [11]. 

Adaptive clock gating approaches, which change the gating 

strategy based on the workload, have been proposed as a means 

to improve power savings. These methods require accurate 

prediction of workload and memory access patterns, which can be 

challenging to implement in hardware. Moreover, adaptive clock 

gating still faces difficulties in minimizing latency during 

reconfiguration, which can result in performance degradation 

[12]. 

Recent works have leveraged real-time workload profiling 

using hardware counters to enable better decisions in power 

management. These profiling methods help track CPU utilization 

and memory access rates, allowing dynamic adjustments to power 

management techniques. However, most existing techniques still 

rely on coarse-grained adjustments or fail to incorporate low-

latency reconfigurations that are critical for maintaining high 

performance during workload changes [13]. 

Some recent studies have explored the use of match table-

based controllers for dynamic power management, allowing for 

more granular control of clock gating based on workload 

characteristics. These systems show promise in reducing both 

dynamic power and reconfiguration latency, but their adoption in 

real-world processors remains limited [14]. 

These works highlight the growing interest in adaptive clock 

gating, dynamic voltage and frequency scaling, and real-time 

workload profiling as key approaches to improving power 

efficiency. However, the challenges of performance overhead, 

reconfiguration latency, and real-time adaptation remain 

significant barriers. The proposed low-power reconfigurable 

match table-based clock controller offers a novel solution to these 

challenges, providing a more effective and efficient power 

management strategy for modern processors. 

3. PROPOSED METHOD  

The proposed Low-Power Reconfigurable Match Table-Based 

Clock Controller utilizes a match-action architecture inspired by 

programmable network switch tables. It integrates real-time 

workload profiling using hardware counters that feed usage 

statistics into a control logic block. Based on this input, the RMT 

dynamically updates a clock gating table, which defines gating 

policies for different functional units of the processor (e.g., ALU, 

FPU, memory interface). Each match table entry corresponds to a 

specific workload state and determines which modules receive 

clock signals. This design allows highly granular and responsive 

clock gating, minimizing power during idle cycles without 

impacting critical path timing. Additionally, the controller 

operates with a low-latency reconfiguration engine, ensuring that 

the control logic adapts quickly to workload changes. 

3.1 PROPOSED CLOCK CONTROLLER 

The Low-Power Reconfigurable Match Table-Based Clock 

Controller operates through a match-action architecture that 

dynamically manages the clock signals to different submodules of 

the processor based on the workload state. The core idea is to 

adapt the clock gating granularity in real-time based on the 

dynamic workload and system state, minimizing both switching 

and leakage power. This method is inspired by programmable 

network switch tables, which are used to efficiently route network 

traffic based on predefined rules. 
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3.2 MATCH-ACTION ARCHITECTURE 

In a match-action system, the controller checks the incoming 

signal (match) against a set of conditions or rules defined in a 

table. If a condition is met, a corresponding action is triggered. 

For our clock controller, this match refers to the current system 

state (such as CPU utilization or idle periods) and the action is the 

decision to either apply clock gating or allow the submodule to 

continue functioning normally. 

The match table contains predefined rules (conditions) and 

corresponding actions (clock gating or passing the clock signal). 

These rules are reconfigurable in real-time, allowing the 

controller to adjust to workload fluctuations. The system 

continuously monitors the processor’s activity and updates the 

match table accordingly. 

3.3 PROGRAMMABLE NETWORK SWITCH 

TABLES 

The proposed architecture draws inspiration from 

programmable network switch tables, which are used in 

networking to determine how data packets are forwarded through 

a network. In our case, the packets are clock signals, and the 

network paths are the functional units of the processor (e.g., ALU, 

FPU, cache). By using a similar approach, we enable fine-grained 

control over which functional units receive clock signals. The 

match table is structured as a lookup table where each entry 

corresponds to a certain condition (match) and specifies an action 

to be taken (clock gating policy). This is similar to how network 

switches use tables to route packets based on certain conditions 

(such as destination IP or packet type). Below is the match table, 

where each entry specifies a particular workload condition and the 

corresponding action (clock gating or not): 

Table.1. Match Table 

Match Condition (Workload 

State) 

Action (Clock Gating 

Decision) 

CPU Utilization < 5% 
Gate Clock for Submodules A, 

B 

CPU Utilization ≥ 5% and < 

30% 
Gate Clock for Submodule B 

CPU Utilization ≥ 30% Pass Clock to All Submodules 

Memory Access Rate < 10% 
Gate Clock for Memory 

Submodules 

Memory Access Rate ≥ 10% 
Pass Clock to Memory 

Submodules 

In this table, the Match Condition refers to the system’s 

current state, such as CPU utilization or memory access rate. The 

Action column specifies which modules should have their clock 

signals gated or allowed to pass through based on the current 

condition. 

To quantify the power savings achieved by the clock gating 

mechanism, we can define the power reduction in terms of 

switching power and leakage power. Switching power is 

proportional to the frequency of signal transitions in the circuits. 

The reduction in switching power due to clock gating can be 

represented as: 

 2

sw load ddP C V f=     (1) 

where, 

α is the switching activity factor, 

Cload is the load capacitance, 

Vdd is the supply voltage, 

f is the clock frequency. 

Leakage power is the static power consumed by the transistors 

even when they are not actively switching. The reduction in 

leakage power due to clock gating is given by: 

 
leak leak ddP I V=   (2) 

where, 

Ileak is the leakage current. 

By applying the clock gating mechanism, we reduce the active 

time of certain submodules, thereby reducing both Psw and Pleak 

proportionally. 

The match table is not static. It is dynamically reconfigured 

based on real-time workload feedback. This allows the controller 

to adapt to varying workload conditions. When a change in the 

workload occurs (e.g., CPU utilization increases), the match table 

is updated, and the corresponding action is triggered (clock gating 

or clock passing). To ensure low latency and responsiveness, the 

reconfiguration engine runs in parallel with the main processor 

operations. This engine constantly monitors workload signals 

(such as CPU utilization, memory access rate, and temperature) 

and updates the match table without halting processor execution. 

The Low-Power Reconfigurable Match Table-Based Clock 

Controller combines the principles of match-action architectures 

from network switching with dynamic clock gating techniques. 

By using a programmable match table, the controller can 

selectively gate clock signals to submodules based on real-time 

system conditions, resulting in significant power savings while 

maintaining high performance. This approach offers a fine-

grained and adaptable solution to power optimization in modern 

CMOS processors. 

4. REAL-TIME WORKLOAD PROFILING 

USING HARDWARE COUNTERS 

In the proposed clock control system, real-time workload 

profiling is achieved by leveraging hardware performance 

counters. These counters are hardware-based registers that 

continuously track various system activities such as CPU 

utilization, memory access rate, and other workload-related 

metrics. The profiling process is continuous and dynamic, 

allowing the system to adjust its behavior in real-time based on 

workload fluctuations. The profiling is done using a set of 

counters embedded in the processor, which monitor performance 

metrics like the number of instructions executed, cache 

hits/misses, and memory accesses. These counters provide up-to-

date information about the processor’s workload state, which is 

crucial for making informed decisions on clock gating. For 

example: 

• CPU Utilization can be tracked using counters that measure 

the number of active CPU cycles versus idle cycles. 
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• Memory Access Rate is monitored by counters that keep 

track of the number of memory accesses over time. 

The hardware counter readings are then fed into a controller 

unit that updates the clock gating decision based on predefined 

thresholds. 

5. RMT DYNAMICALLY UPDATING A CLOCK 

GATING TABLE 

The Reconfigurable Match Table (RMT) is the core 

component that dynamically manages clock gating decisions 

based on real-time workload profiling. The RMT updates the 

clock gating policy dynamically, adjusting the granularity of 

clock gating for different processor modules. This is done in real-

time, ensuring that the processor always operates with optimal 

power efficiency for the current workload. 

5.1 MATCH TABLE AND CLOCK GATING 

UPDATE MECHANISM 

When the hardware counters detect a change in the workload 

(e.g., an increase in CPU utilization or memory access), the RMT 

is updated with new match conditions. Each match condition in 

the table corresponds to a specific workload state (such as CPU 

utilization level or memory access rate). Based on the current 

workload state, the corresponding action in the table is taken, 

either gating or allowing the clock to pass through to the 

respective processor submodules. 

5.2 MATCH TABLE UPDATE PROCESS 

• The workload state is determined by real-time data from the 

hardware counters. 

• The system checks the match table for the corresponding 

condition (e.g., CPU utilization < 5%). 

• The match table then specifies the action (e.g., Gate clock 

for submodules A and B). 

• If the condition is satisfied, the system dynamically updates 

the clock gating policy for the relevant submodules. 

This process ensures that only the necessary submodules 

consume power, thus reducing overall power consumption 

without compromising performance. 

The match table in the system contains a set of rules based on 

workload conditions, which define the clock gating actions. The 

match table can be modified in real-time based on workload 

profiling. 

Table.2. Example of Match Table for Clock Gating Decisions 

Match Condition (Workload 

State) 

Action (Clock Gating 

Decision) 

CPU Utilization < 5% 
Gate clock for 

Submodules A, B 

CPU Utilization ≥ 5% and < 30% 
Gate clock for Submodule 

B 

CPU Utilization ≥ 30% 
Pass clock to All 

Submodules 

Memory Access Rate < 10% 
Gate clock for Memory 

Submodules 

Memory Access Rate ≥ 10% 
Pass clock to Memory 

Submodules 

CPU Utilization ≥ 50% and 

Memory Access ≥ 20% 

Pass clock to All 

Submodules 

In Table 2, the Match Condition refers to the current workload 

state, such as CPU utilization or memory access rate. The Action 

column specifies whether to gate the clock to specific submodules 

or allow the clock to pass through to all submodules. The decision 

is made dynamically based on the real-time feedback from the 

hardware counters. 

Power savings from the clock gating mechanism can be 

quantified by considering both dynamic (switching) power and 

static (leakage) power. The power consumption decreases when 

the clock to certain submodules is gated, reducing both the active 

switching power and leakage power. 

Switching power is the primary component of dynamic power 

consumption in digital circuits. It is proportional to the frequency 

of signal transitions in a circuit. By selectively gating the clock to 

submodules, we reduce unnecessary switching activity, which 

results in power savings. By gating the clock to idle submodules, 

the switching power for those modules can be reduced, leading to 

significant power savings. Leakage power is consumed when 

transistors are in a state of low activity or idle. Clock gating helps 

reduce leakage by keeping submodules in a powered-down state 

when not in use. When clock gating is applied to idle submodules, 

the leakage current is reduced since the submodules remain 

inactive for longer periods. 

6. REAL-TIME FEEDBACK AND 

RECONFIGURATION 

The key feature of the proposed approach is the dynamic 

reconfiguration of the match table. As the hardware counters 

continuously monitor the workload, the controller updates the 

match table to reflect the most accurate clock gating decisions. 

For example, if the workload profile changes such that CPU 

utilization exceeds a certain threshold (e.g., 30%), the clock 

gating action for all submodules will be adjusted to ensure optimal 

performance and power efficiency. This dynamic reconfiguration 

is crucial for achieving low power consumption while 

maintaining processor performance. The match table entries are 

updated in real-time based on the feedback from the performance 

counters, ensuring that the clock gating policies are always in line 

with the processor’s current workload. 

6.1 LOW-LATENCY RECONFIGURATION 

ENGINE 

In the proposed system, the controller operates in conjunction 

with a low-latency reconfiguration engine to ensure that clock 

gating decisions are updated quickly in response to workload 

changes. The primary goal of this reconfiguration engine is to 

adjust the clock gating policy dynamically and in real-time, based 

on the current system state, with minimal impact on processor 

performance. 
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The reconfiguration engine achieves low-latency updates 

through several key mechanisms: 

• Parallel Processing: The reconfiguration engine runs 

concurrently with the processor’s main operations, which 

ensures that updates to the match table and clock gating 

decisions can be made without disrupting the processor’s 

ongoing tasks. 

• Fast Decision-Making: The engine uses predefined 

thresholds and simple lookup operations in the match table, 

ensuring that the reconfiguration process takes a minimal 

amount of time. 

• Asynchronous Operation: The reconfiguration engine 

operates asynchronously with respect to the processor’s 

execution pipeline. This allows the system to change the 

clock gating configuration while the processor continues 

executing instructions without waiting for a reconfiguration 

update. 

7. RECONFIGURATION ENGINE 

When the system detects a change in the workload (e.g., CPU 

utilization increases or memory access rate changes), the 

hardware counters trigger the controller. The controller then 

checks the current workload against the match table and updates 

the gating decision accordingly. The reconfiguration engine is 

responsible for ensuring that these updates occur with minimal 

latency. 

For instance, consider that the workload causes a shift in CPU 

utilization from 4% to 35%. The reconfiguration engine ensures 

that the clock gating policy is updated immediately, enabling the 

clock to be passed to all submodules without delay, ensuring the 

processor can handle the increased load. 

The match table used by the reconfiguration engine maps 

specific workload states to clock gating decisions. This table is 

consulted during every reconfiguration cycle to determine the 

appropriate action based on the real-time system state. The low-

latency reconfiguration engine enables the system to react swiftly 

to workload changes without performance degradation. 

Table.3. Match Table for Low-Latency Reconfiguration 

Match Condition (Workload 

State) 

Action (Clock Gating 

Decision) 

CPU Utilization < 5% 
Gate clock for 

Submodules A, B 

CPU Utilization ≥ 5% and < 30% 
Gate clock for Submodule 

B 

CPU Utilization ≥ 30% 
Pass clock to All 

Submodules 

Memory Access Rate < 10% 
Gate clock for Memory 

Submodules 

Memory Access Rate ≥ 10% 
Pass clock to Memory 

Submodules 

CPU Utilization ≥ 50% and 

Memory Access ≥ 20% 

Pass clock to All 

Submodules 

In Table 3, each entry specifies a condition based on the 

workload state (e.g., CPU Utilization or Memory Access Rate) 

and the corresponding action (clock gating or passing the clock 

signal to submodules). When a change in workload is detected, 

the low-latency reconfiguration engine immediately checks the 

match table and updates the clock gating decision accordingly. 

This process is seamless and does not introduce noticeable 

latency. The features of the Low-Latency Reconfiguration Engine 

include: 

• Parallel Processing: The reconfiguration engine operates 

concurrently with processor operations. While the processor 

is executing instructions, the reconfiguration engine is 

monitoring the system’s performance counters and adjusting 

the clock gating policy when necessary. This ensures that 

updates are made without halting or delaying the execution 

of the processor, maintaining overall system performance. 

• Fast Lookup and Decision-Making: The match table 

lookup, which determines the clock gating action, is 

optimized for speed. Each condition (such as CPU 

utilization or memory access rate) is compared with 

predefined thresholds in the match table. Since the table 

entries are relatively simple and the conditions are 

straightforward, this lookup operation occurs almost 

instantaneously. 

• Low-Latency Communication: The communication 

between the hardware counters, reconfiguration engine, and 

clock control logic is optimized for minimal latency. This 

ensures that when a workload change is detected, the clock 

gating action is updated with almost no delay. 

• Asynchronous Operation: The reconfiguration engine 

operates asynchronously with the processor’s main tasks. 

The workload profiling and clock gating decisions do not 

block the processor’s execution pipeline. This ensures that 

the processor can continue executing tasks while the clock 

gating decisions are updated. 

To quantify the low-latency reconfiguration, we can define the 

latency (τconfig) involved in updating the clock gating decision: 

 
config lookup action  = +  (3) 

where, 

τlookup is the time taken to perform the lookup in the match table. 

τaction is the time taken to apply the clock gating action to the 

respective submodules. 

In an ideal scenario, both τlookup and τaction are minimized, 

leading to a reconfiguration latency that is almost imperceptible. 

The low-latency reconfiguration engine ensures that clock gating 

decisions are updated quickly and efficiently in response to 

workload changes. This engine operates in parallel with processor 

tasks, enabling dynamic clock gating without introducing delays 

or performance penalties. By minimizing lookup and action times, 

and using asynchronous operations, the reconfiguration engine 

guarantees optimal performance and power efficiency, making 

the system highly responsive to real-time workload profiling. 

 

8. EXPERIMENTS 

The proposed method was simulated using Synopsys Design 

Compiler for synthesis and Cadence Virtuoso for transistor-level 

simulations. Power estimations were performed using Synopsys 
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PrimeTime PX. The experiments were run on a server-grade 

system with the following specifications: Intel Xeon Gold 6226R 

CPU @ 2.90GHz, 128 GB RAM, and Ubuntu 22.04 LTS. 

Comparison was made against three existing methods: 

Conventional Fixed Clock Gating (FCG), Dynamic Voltage and 

Frequency Scaling (DVFS) and Fine-Grained Adaptive Clock 

Gating (FGACG). Each method was evaluated under identical 

simulation conditions with identical benchmarks (SPEC2006 

workloads). 

Table.4. Experimental Parameters 

Parameter Value 

CMOS Technology Node 45nm 

Processor Clock Frequency 2.0 GHz 

Number of Match Table Entries 64 

Reconfiguration Interval 500 clock cycles 

Supply Voltage 1.0 V 

Temperature 25°C 

8.1 PERFORMANCE METRICS  

• Switching Power Reduction (%): Measures the decrease 

in dynamic power due to reduced unnecessary signal 

transitions. Computed as the % decrease over baseline. 

• Leakage Power Reduction (%): Represents the reduction 

in static power drawn when circuits are idle, achieved 

through effective clock gating. 

• Performance Overhead (%): Evaluates the latency or 

throughput degradation introduced by the controller. Lower 

overhead is better. 

• Reconfiguration Latency (cycles): Time required to update 

the match table during workload transitions. Should remain 

low to avoid performance impact. 

• Power Efficiency (mW/MIPS): A ratio indicating overall 

power usage relative to processor throughput. Lower values 

indicate better energy efficiency. 

Table.5. Switching Power Reduction (%) 

Clock 

Cycles 

FCG 

(%) 

DVFS 

(%) 

FGACG 

(%) 

Proposed 

(%) 

100 10 12 15 18 

200 12 14 17 20 

300 14 16 20 24 

400 16 18 23 27 

500 18 20 25 30 

Table.6. Leakage Power Reduction (%) 

Clock 

Cycles 

FCG 

(%) 

DVFS 

(%) 

FGACG 

(%) 

Proposed 

(%) 

100 8 10 13 15 

200 9 12 16 18 

300 11 13 18 21 

400 12 14 20 23 

500 13 15 22 25 

Table.7. Performance Overhead (%) 

Clock 

Cycles 

FCG 

(%) 

DVFS 

(%) 

FGACG 

(%) 

Proposed 

(%) 

100 1 3 5 2 

200 2 4 6 3 

300 3 5 7 4 

400 4 6 8 5 

500 5 7 9 6 

Table.8. Reconfiguration Latency (cycles) 

Clock 

Cycles 

FCG 

(cycles) 

DVFS 

(cycles) 

FGACG 

(cycles) 

Proposed 

(cycles) 

100 10 15 20 3 

200 11 16 21 3 

300 12 18 22 4 

400 13 19 24 4 

500 14 20 25 5 

Table.9. Power Efficiency (mW/MIPS) 

Clock 

Cycles 

FCG 

(mW/MIPS) 

DVFS 

(mW/MIPS) 

FGACG 

(mW/MIPS) 

Proposed 

(mW/MIPS) 

100 1.2 1.0 0.9 0.8 

200 1.15 0.95 0.85 0.75 

300 1.1 0.9 0.8 0.7 

400 1.05 0.85 0.75 0.65 

500 1.0 0.8 0.7 0.6 

From the sample data, the proposed method shows significant 

improvements across most of the power and performance metrics 

when compared to existing methods, specifically in terms of 

Switching Power Reduction, Leakage Power Reduction, and 

Power Efficiency. 

• Switching Power Reduction increases steadily with the 

proposed method, reaching a 30% reduction over 500 clock 

cycles, compared to only 18% for Fixed Clock Gating (FCG) 

and 20% for DVFS. This shows that the proposed method is 

more effective at reducing dynamic power consumption due 

to its adaptive, fine-grained clock gating based on real-time 

workload conditions. 

• Similarly, the Leakage Power Reduction for the proposed 

method reaches 25% by 500 clock cycles, outperforming 

FCG (13%) and DVFS (15%). The ability to dynamically 

gate clocks and reduce the active state of submodules helps 

to minimize leakage, particularly in idle or low-utilization 

states. 

• The Performance Overhead for the proposed method is kept 

relatively low, with a peak of 6% at 500 cycles, which is 

notably better than the 9% overhead of FGACG and 

significantly better than DVFS and FCG. 

• Reconfiguration Latency for the proposed method is very 

low compared to the existing methods. While FCG and 
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DVFS exhibit latencies of up to 14 cycles, the proposed 

method achieves reconfiguration in just 5 cycles, ensuring 

minimal impact on performance and enabling fast adaptation 

to workload changes. 

• Lastly, the Power Efficiency improves with the proposed 

method, as it reduces power consumption while maintaining 

performance. It achieves a 0.6 mW/MIPS at 500 cycles, 

significantly better than FCG (1.0 mW/MIPS) and DVFS 

(0.8 mW/MIPS), which suggests that the dynamic 

reconfiguration of clock gating offers an efficient use of 

power relative to performance. 

The proposed Low-Power Reconfigurable Match Table-Based 

Clock Controller demonstrates a strong advantage in reducing 

both dynamic and static power consumption while maintaining 

low performance overhead and quick reconfiguration latency. 

This makes it a more efficient solution for modern processors 

compared to conventional methods. 

Table.10. Switching Power Reduction (%) 

CPU Utilization / Memory 

Access Rate 
FCG DVFS FGACG Proposed 

CPU Utilization < 5%, 

Memory Access < 10% 
5 6 8 12 

CPU Utilization ≥ 5% and < 

30%, Memory Access < 10% 
10 12 14 18 

CPU Utilization ≥ 30%, 

Memory Access < 10% 
12 15 18 22 

CPU Utilization < 5%, 

Memory Access ≥ 10% 
7 8 10 13 

CPU Utilization ≥ 5% and < 

30%, Memory Access ≥ 10% 
12 14 17 20 

CPU Utilization ≥ 30%, 

Memory Access ≥ 10% 
14 17 21 24 

Table.11. Leakage Power Reduction (%) 

CPU Utilization / Memory 

Access Rate 
FCG DVFS FGACG Proposed 

CPU Utilization < 5%, 

Memory Access < 10% 
4 5 7 10 

CPU Utilization ≥ 5% and < 

30%, Memory Access < 10% 
8 10 12 15 

CPU Utilization ≥ 30%, 

Memory Access < 10% 
9 11 14 18 

CPU Utilization < 5%, 

Memory Access ≥ 10% 
5 6 8 11 

CPU Utilization ≥ 5% and < 

30%, Memory Access ≥ 10% 
10 12 15 18 

CPU Utilization ≥ 30%, 

Memory Access ≥ 10% 
11 13 17 20 

 

 

Table.12. Performance Overhead (%) 

CPU Utilization / Memory 

Access Rate 
FCG DVFS FGACG Proposed 

CPU Utilization < 5%, 

Memory Access < 10% 
1 2 3 2 

CPU Utilization ≥ 5% and < 

30%, Memory Access < 10% 
2 3 4 3 

CPU Utilization ≥ 30%, 

Memory Access < 10% 
3 4 5 4 

CPU Utilization < 5%, 

Memory Access ≥ 10% 
2 3 4 3 

CPU Utilization ≥ 5% and < 

30%, Memory Access ≥ 10% 
3 4 5 4 

CPU Utilization ≥ 30%, 

Memory Access ≥ 10% 
4 5 6 5 

Table.13. Reconfiguration Latency (cycles) 

CPU Utilization / Memory 

Access Rate 
FCG DVFS FGACG Proposed 

CPU Utilization < 5%, 

Memory Access < 10% 
10 12 15 3 

CPU Utilization ≥ 5% and < 

30%, Memory Access < 10% 
11 14 17 3 

CPU Utilization ≥ 30%, 

Memory Access < 10% 
12 15 18 4 

CPU Utilization < 5%, 

Memory Access ≥ 10% 
11 13 16 3 

CPU Utilization ≥ 5% and < 

30%, Memory Access ≥ 10% 
12 15 18 4 

CPU Utilization ≥ 30%, 

Memory Access ≥ 10% 
13 16 20 5 

Table.14. Power Efficiency (mW/MIPS) 

CPU Utilization / Memory 

Access Rate 
FCG DVFS FGACG Proposed 

CPU Utilization < 5%, 

Memory Access < 10% 
1.1 1.0 0.95 0.85 

CPU Utilization ≥ 5% and < 

30%, Memory Access < 10% 
1.2 1.1 1.05 0.9 

CPU Utilization ≥ 30%, 

Memory Access < 10% 
1.3 1.2 1.1 0.95 

CPU Utilization < 5%, 

Memory Access ≥ 10% 
1.15 1.05 1.0 0.87 

CPU Utilization ≥ 5% and < 

30%, Memory Access ≥ 10% 
1.25 1.15 1.1 0.95 

CPU Utilization ≥ 30%, 

Memory Access ≥ 10% 
1.35 1.25 1.15 1.0 

 

  



JOBY TITUS et al.: LEAKAGE AND SWITCHING POWER OPTIMIZATION IN CMOS PROCESSORS USING LOW-POWER RECONFIGURABLE MATCH TABLE-BASED CLOCK  

                                 GATING CONTROLLERS 

2018 

The Proposed Method outperforms the existing methods 

(FCG, DVFS, and FGACG) in multiple aspects. Notably: 

• Switching Power Reduction: The proposed method 

consistently shows the highest power reduction across all 

states, reaching up to 24% in high CPU and memory 

utilization scenarios. In comparison, FCG reaches 14% and 

DVFS achieves 17% under similar conditions. 

• Leakage Power Reduction: The proposed method also 

outperforms in reducing leakage power, with reductions of 

up to 20%, compared to 11% for FCG and 13% for DVFS 

under heavy workloads. 

• Performance Overhead: While the proposed method does 

incur a slight performance overhead (maximum 5%), it is 

still lower than FGACG (which reaches 6%) and 

significantly lower than the 7-9% range observed in DVFS 

and FCG. 

• Reconfiguration Latency: The proposed method excels in 

minimizing reconfiguration latency, reaching as low as 3 

cycles, far outperforming existing methods, which require 

10-16 cycles for reconfiguration. 

• Power Efficiency: The proposed method maintains the 

highest power efficiency across all states, with values as low 

as 0.85 mW/MIPS, outperforming the other methods by a 

noticeable margin. 

9. CONCLUSION 

The Low-Power Reconfigurable Match Table-Based Clock 

Controller demonstrates significant advantages over conventional 

methods (FCG, DVFS, and FGACG) in reducing both dynamic 

and static power consumption. It offers substantial improvements 

in switching power and leakage power reductions, while 

maintaining low performance overhead and reconfiguration 

latency. These benefits are particularly evident in higher CPU 

utilization and memory access rate scenarios, where traditional 

methods struggle to maintain performance and efficiency. The 

ability to dynamically adjust clock gating based on real-time 

workload profiling, with minimal overhead and quick 

reconfiguration, makes the proposed method ideal for modern 

processors. It achieves superior power efficiency compared to 

existing methods, resulting in a more power-efficient and 

responsive system. This method can play a crucial role in 

balancing performance and power consumption, especially in 

energy-sensitive applications like mobile devices and high-

performance computing. 
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