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Abstract
A major protest in cancer treatment is predicting the clinical response to anti-cancer drugs for each individual patient. For complex diseases such as Myeloma, characterized by high inter-patient variance, the implementation of precision medicine approaches is dependent upon understanding the pathological processes at the molecular level. Myeloma is one of the horrible diseases in the world claiming plurality of lives. Accurately predicting drug responses to Myeloma is a most important problem preventing oncologists' efforts to ensemble the most powerful drugs to treat Myeloma, which is a root goal in precision medicine. It entails the design of therapies that are matched for each individual patient. In this article, it considers a review of approaches that have been proposed to tackle the drug sensitivity prediction problem especially with respect to the personalized Cancer therapy. There are a total of 44 drug sensitivity prediction algorithms. In that the gene expression microarrays consistently provided the best predictive power of the individual profiling data sets; however, performance was increased by including multiple, independent data sets. The proposed algorithm surpassed Bayesian Multitask Multiple Kernel Learning (BMMKL) classification which currently represent the state-of-the-art in drug-response prediction and finally passed the gene expression data to Cytoscape for visualization.
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1. INTRODUCTION
The human body is made up of cells, tissues, muscles and veins. The cells which grows in an uncontrolled manner or the cells which shows some changes in the body are termed to be Cancerous Cells. The cancer cells may be in the form of masses or lumps, which are medically termed as tumour as shown in Fig.1.

There are more than 200 different types of cancer. A primary tumour is the name where the cancer starts. Cancer sometimes spread to other parts of the body and this is called a secondary tumour or a metastasis.

Cancers are grouped into five main categories.
- Carcinoma: This type of cancer begins in the skin or in the tissues that line or cover internal organs.
- Sarcoma: This type of cancer begins in the connective or supportive tissues.
- Blood cancer: This type of cancer begins in the blood cells and spreads through blood.
- Lymphoma and Myeloma: This type of cancer begin in the cells of the immune system.
- Brain and Spinal cord cancer: This type of cancer are known as the central nervous system cancer [1].

1.1 MYELOMA DISEASE
Cancer begins when cells in the body start to grow out of control. Multiple myeloma is a cancer formed by malignant plasma cells (Fig.2). Normal plasma cells are found in the bone marrow and are an important part of the immune system.
plasma cells, normal bone marrow has cells that make the different normal blood cells.

When plasma cells become cancerous and grow out of control, they can produce a tumor called a plasmacytoma. These tumors generally develop in a bone, but they are also rarely constructed in other tissues. If someone has only a single plasma cell tumor, the disease is called an isolated (or solitary) plasmacytoma. If someone has more than one plasmacytoma, they have multiple myeloma as shown in Fig.3.
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Fig.3. Normal vs Multiple Myeloma Bone Marrow

1.1.1 Symptoms:
The symptoms of multiple myeloma are bone problems, anemia, extreme thirst, leading to drinking a lot of fluids, dehydration, abdominal (belly) pain, kidney failure and hyperviscosity.

1.1.2 Treating Myeloma:
The medicines used to treat the different types of myeloma may vary but treatments can include:

- a) Chemotherapy: Medicines that destroy the cancer cells.
- b) Bone marrow or stem cell transplants: To replace the patient’s bone marrow with healthy bone marrow.
- c) Blood and platelet transfusions: To replace red blood cells and platelets.
- d) Antibiotic: To fight infections as the patient’s immune system is not working well.

1.2 DRUG SENSITIVITY

In recent years, the study of predictive modeling of drug sensitivity has received a boost due to the ever-growing interest in precision medicine and the availability of large-scale pharmacogenomics datasets. Drug sensitivity prediction is an integral part of personalized medicine that refers to therapy tailored to an individual patient, rather than a one-size-fits-all approach designed for an average patient.

Personalized therapy in the 20th century was primarily based on advanced visualization approaches, such as X-ray or Magnetic Resonance Imaging (MRI) scans along with multiple pathology tests.

The ability to measure genomic features on an individual basis in the last two decades opened up numerous possibilities for personalized therapy. The genomic characterizations provide substantially more detailed information on a patient with a genetic disease as compared to phenotypic observations or non-molecular tests.

The National Cancer Institute (NCI) defines personalized medicine as “A form of medicine that uses information about a person’s genes, proteins, and environment to prevent, diagnose, and treat disease” [35].

An underlying theme of personalized medicine is the incorporation of patient’s genomic information besides other characteristics in therapeutic decisions. This review primarily considers various algorithms that have been proposed to decipher and obtain relevant information from genomic and drug sensitivity characterization sources. These data sources are used to design models that can predict: (1) the sensitivity of a new tumor culture or cell line to an existing drug or combinations of them or (2) the sensitivity of an existing tumor culture to a new drug or to a drug combination.

It must be noted that cell lines are the most commonly-used approach to study cancer biology and test various cancer treatments. Cell lines usually contain cells of one type and can be either genetically identical or diverse. These cell lines are easy to grow in a laboratory, and multiple research groups can have access to the same cell line for corroborating research findings and to build a body of knowledge based on a specific genetic type of cell. Cancer cell lines are expected to reflect the properties (such as genotypic and phenotypic characteristics, mutation status, gene expression and drug sensitivity) of the original cancer type from which they were cultured [2], [3].

However, the laboratory environment along with the absence of other regular cell types within the cell line restricts the ability of a cell line itself to mimic in vitro cancer growth, as well as the efficacy of anti-cancer drugs [4].

The accuracy and precision of drug sensitivity modelling is highly dependent on associated factors, like data types, feature selection, model selection and model validation. Therefore, this paper structured the review in a manner such that we can discuss each one of these individual steps. In terms of the models used to predict drug sensitivity, this paper considers model based on genomic characterization alone, along with models based on both genomic and functional characterizations.

2. LITERATURE REVIEW

Kareem states that the white blood cell nuclei can be detected by using some image arithmetic operation and some image threshold operations [3].

Abdullah [29] proposes a technique for the Acute Myelogenous Leukaemia (AML) detection. By using the combination between the contrast enhancement WBC can be detected. Partial contrast and bright stretching are used as the contrast enhancement technique. To produce a better result, HSI color space technique is used instead of the RGB color model. The end result states that after the usage of the enhancement technique, the reduction of the interference on the background images is found to a great extent and extraction of the morphological images from the blood samples is allowed efficiently.

Scotti [4] used a technique, which is based on the removal of background and white blood cell segmentation clustering. Some
low-pass filters and threshold operations were used for removing the background and clustering the WBC segmentation.

Ghosh [5] deals with finding out the accurate threshold for the leucocyte segmentation. The fuzzy divergence technique and some functions such as Gamma, Gaussian and Cauchy techniques are used in this paper. The paper deals with the advantage and the disadvantage of using this technique. The advantage is that the nucleus segmentation is performed well by using this technique. Whereas, the disadvantage is that the cytoplasm extraction is not performed well.

Akinola and Oyabugbe [30] designed to determine how data mining classification algorithm perform with increase in input data sizes. They used three data mining classification algorithms Decision Tree, Multi-Layer Perceptron (MLP) Neural Network and Naïve Bayes were subjected to varying simulated data sizes. The time taken by the algorithms for trainings and accuracies of their classifications were analyzed for the different data sizes.

Sharma [31] focuses on the application of various data mining classification techniques using different machine learning tools such as WEKA and Rapid miner over the public healthcare dataset for analyzing the health care system. The percentage of accuracy of every applied data mining classification technique is used as a standard for performance measure. The best technique for particular data set is chosen based on highest accuracy.

In [34], Sinha differentiates five types of leucocytes. K-means algorithm is used for the differentiation. The author says that some other clustering model algorithms can also be used for the differentiation purpose.

3. MATERIALS AND METHODS

3.1 BAYESIAN MULTITASK MULTIPLE KERNEL LEARNING (BMMKL)

The most commonly-used Bayesian Multitask Multiple Kernel Learning (BMMKL) method for regression modelling consists of support vector regression. BMMKL utilizes kernelized regression to represent the relationships between features and Bayesian inference for learning the model.

Support Vector Regression (SVR) is based on the statistical learning theory or Vapnik Chervonenkis during 1960s [6]-[8].

To explain SV regression, consider \( x(i) \) and \( y(i) \) where \( i = 1, 2, ..., n; j = 1, 2, ..., M \) to denote the training predictor features and output response samples, respectively. In terms of SVR, the goal is to find a function \( f(x(i), 1:M) \) that has at most deviation \( e \) from actual values \( y(i) \) [9], and a characteristic of the function is minimized. Thus, the deviation of the function approximator \( f \) from the actual values is being limited while minimizing some characteristic of the approximator. For explanation purposes, consider the following linear function:

\[
f(x(i), 1:M) = \sum_{j=1}^{M} w(j) x(i,j) + b
\]

Here, the function characteristic will be the norm of \( w \). The problem can be posed as an optimization problem as follows: minimize \( 0.5\|w\|^2 \)

Subjected to \( \| y_i - \sum_{j=1}^{M} w(j) x(i,j) + b \| \leq e \)

To extend the SV algorithm to the nonlinear scenario, kernels are usually employed. Some commonly-used kernels are [9]:

- Homogenous polynomial kernels \( k \) with \( p \in \mathbb{N} \) and:
  \[
  K(x, x')=(x, x')^p
  \]

- Inhomogenous polynomial kernels \( k \) with \( p \in \mathbb{N}, c > 0 \) and:
  \[
  K(x, x')=(\langle x, x' \rangle + c)^p
  \]

- Radial basis kernels:
  \[
  K(x, x')=\exp\left(-\frac{\|x-x'\|^2}{2}\right)
  \]

Support vector machines can handle non-linearity based on the use of kernels and tend to have better predictive performance compared to regularized regression approaches [10].

3.2 SUPPORT VECTOR MACHINE

It is set of related supervised learning method used for regression and classification. They belong to a family of generalized linear classification. A special property of Support Vector Machine is, Support Vector Machine simultaneously minimize the empirical classification error and maximize the geometric margin. So Support Vector Machine called Maximum Margin Classifiers. Support Vector Machine is based on the Structural risk Minimization (SRM). Support Vector Machine map input vector to an advanced dimensional space where a maximal unravelling hyper plane is constructed.

![Fig.4. SVM](image)

The two parallel frenzied planes are constructed on each side of the hyper plane that separate the data. The separating hyper plane is the hyper planes that increases the distance between the two parallel hyper planes as shown in Fig.4. An expectation is made that the larger the distance between these parallel hyper planes of margin, the improved and the generalization error of the classifier will be more.
3.3 MYELOMA CANCER DATASET DESCRIPTION

The Myeloma cancer dataset consists of 38 samples: 11 samples of Acute Lymphoblastic Leukemia (ALL) and 27 samples of Acute Myeloid Leukemia (AML). The source of the gene expression measurement is captured from 16 peripheral blood samples and 22 bone marrow samples. Gene expression levels in these 38 samples are measured by applying high density oligonucleotide microarrays.

Each sample contains 7129 gene expression levels.

Number of Cases: 38
Number of Attributes: 7129 plus the class attribute
Number of Missing attributes: None

The domain of the attributes is set to real as the gene expression may fall under real values.

4. PROPOSED FRAMEWORK

![Diagram of the proposed methodology]

Nonlinear regression: response values were computed not directly from the input features but from kernels, which define similarity measures between cell lines. Each of the K data views was converted into an NxN kernel matrix $K_k$ ($k = 1, ..., K$), where $N$ is the number of training cell lines. Specifically, the Gaussian kernel was used for real-valued data, and the Jaccard similarity coefficient for binary-valued data. Multiview learning: a combined kernel matrix $K'$ was constructed as a weighted sum of the view-specific kernel matrices $K_k$, $k = 1, ..., K$.

The kernel weights were obtained by multiple kernel learning. Multitask learning: training was performed for all drugs simultaneously, sharing the kernel weights across drugs but allowing for drug-specific regression parameters, which for each drug consisted of a weight vector for the training cell lines and an intercept term.
Bayesian inference: the model parameters were assumed to be random variables that follow specific probability distributions. Instead of learning point estimates for model parameters, the parameters of these distributions were learned using a variational approximation scheme.

5. PREDICTION PERFORMANCE

In this paper, the BMMKL is implemented by using the algorithmic code provided in [11]. Based on the parameters used in [11], this paper has considered 200 iterations and gamma prior values (both $a$ and $b$) of one. Subspace dimensionality has been considered to be 20, and the standard deviation of hidden representations and weight parameters are selected to be the defaults 0.1 and one, respectively.

Table 1. Coefficients between Actual and Predicted Drug Sensitivity

<table>
<thead>
<tr>
<th>Drug Name</th>
<th>Correlation Coefficients (BMMKL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AZD0530</td>
<td>0.2245</td>
</tr>
<tr>
<td>Erlotinib</td>
<td>0.4100</td>
</tr>
<tr>
<td>Lapatinib</td>
<td>0.4641</td>
</tr>
<tr>
<td>Crizotinib</td>
<td>0.2647</td>
</tr>
</tbody>
</table>

The Table 1 shows the predictive performance in the form of correlation coefficients between actual and predicted drug sensitivity (AUC) for BMMKL.

6. BIOLOGICAL ANALYSIS

The standard procedure used to compare drug sensitivity prediction algorithms consists of evaluating a fitness measure, such as a difference measure of a norm between experimental responses and predicted values or a similarity measure of the correlation coefficient between the vector of predicted and actual experimentally-derived sensitivities.

Other than evaluating the performance of a generated model using existing drug sensitivity data based on new experiments can be conducted to validate hypotheses generated from the estimated models. For example, [12] used in vitro DIPG myeloma cancer cell lines to validate model hypotheses of synergistic drug pairs. The commonly-used experimental approaches included the use of:

a) In-vitro cancer cell lines: Cell lines are the most commonly-used approach to study cancer biology and test various cancer treatments. Some commonly-used cancer cell line databases are NCI60 [13, 14], the Cancer Cell Line Encyclopedia [15], the Genomics of Drug Sensitivity in Cancer [16] and the Cancer Therapeutics Response Portal (CTRP) [17];

b) In vitro primary tumor cultures: Primary tumor cultures are the cell cultures established from the tumor biopsy of the patient and reflect the surroundings in the original tissue. As compared to cell lines, primary cell cultures are more heterogeneous and also contain a small fraction of normal stromal cells, which can be an advantage since tumor response is often influenced by an interplay of the tumor cells and the non-malignant cells in the tumor microenvironment;

c) In vitro three-dimensional cell cultures: 3D cell cultures attempt to provide an environment that is similar to what is available to in vivo tissues [18], including 3D scaffolding, nutrient-rich interstitial fluid, the exchange of growth factors and other biological effectors;

d) In vitro Genetically-Engineered Mice Models (GEMM): GEMM consists of mice whose genes have been modified to reflect genetic aberrations observed in a specific human tumor [19] [20]. GEMMs [21] have played a vital role in understanding tumor proliferation, as they effectively capture the tumor microenvironment along with the human tumor phenotype. However, the timelines to generate these models are longer, along with the expenses involved;

e) In vivo xenograft mice: Xenograft mice are created by transplanting human tumor cells into the organ type in which the tumor originated, in immunocompromised mice that accept human cells [22]. This approach has shown high drug efficacy predictive capability with respect to human clinical activity [23]–[25], but can fail to replicate the immune system of the human cancer and, thus, unable to model the lymphocyte-mediated response to the tumor [24].

7. RESULTS AND DISCUSSION

The predictive performance evaluation based on existing drug sensitivity data or new validation experiments can consider the biological analysis of the variables deemed significant by the generated predictive model. An approach to do that is to consider prior biological knowledge of Protein-Protein (PP) interactions or other forms like protein-DNA, protein-reaction, reaction-compound and protein-mRNA, among others, to evaluate the observed number of such interactions in the model of selected variables. This procedure can be conducted using platforms, such as the Search Tool for the Retrieval of Interacting Genes (STRING) [32] or Cytoscape [33].

To illustrate the biological relevance of features selected by a predictive model, we will consider the NCI-DREAM drug sensitivity prediction challenge where five different data types of gene expression (microarray data), methylation, RNA sequencing, RPPA and SNP6 are considered to generate individual bayesian multitask multiple kernel learning models for each subtype that are then combined together to generate the integrated prediction [48]. For our current analysis, we used the bayesian multitask multiple kernel variables. Each individual set was used as input to the STRING [36] database to analyze the Protein-Protein Interactions (PPI). The enrichment p-values for each of the five PPI networks are as follows: gene expression (0.508), methylation (0.840), RNA-Seq (0.059), RPPA (0) and SNP6 (0.319).

The lowest p-value for RPPA shows that the important features obtained from the RPPA-generated bayesian multitask multiple kernel are significantly enriched as compared to random sub-networks. We passed the RPPA and gene expression output networks to Cytoscape to use the CyTargetLinker [27] application.

CyTargetLinker extends the output network from STRING using Regulatory Interaction Networks (RegINs), which are local database files, to extend the network with the possible
interactions: drugs, genes, mRNA, additional transcription factors and other targets. The RegIN files can be obtained from the CyTargetLinker website [37].

The DrugBank database is used to identify drug interactions containing 7759 compounds (drugs), some FDA approved and some experimental.

DrugBank [38] combines comprehensive pharmacological and pharmaceutical drug data along with the corresponding targets, sequences, structure and pathway information.

The Fig. 8 shows the interactions among the top 50 features selected by gene expression and plotted using the visualization platform Cytoscape. Only nine out of these 50 (denoted by the red circles) had known interactions. The connections shown by the violet squares are the drug interactions obtained from the DrugBank database.

On the other hand, when we observe the known prior connections among the top 50 features selected using the RPPA-based model, a significantly higher number of connections were identified, as shown in Fig. 9. For RPPA-based top features, there were 41 proteins found (red circles) to interact with 434 drugs (violet squares).

These forms of visualization displaying different types of interactions provide insights upon the biological relevance of the selected variables. The predictive performance of a model is one aspect of the goodness of fit of a model, whereas the biological relevance of the selected features is an equally important aspect of a predictive model.

In Fig. 8, protein and drug interactions among top features selected in gene expression data. The top 50 genes selected from gene expression data are passed to the STRING database to find protein-protein interaction. Then, this new network is passed to Cytoscape using the CyTargetLinker App to extend the Protein-Protein (PP) interactions in a 7759 drug database (DrugBank); only the elements marked with an * are displayed in this network.

8. CONCLUSION AND FUTURE SCOPE

The prediction accuracy of the current state of the art techniques for drug sensitivity prediction is still limited and often based on a single snapshot of the underlying system. The prediction accuracy can potentially be increased by incorporating diverse genomic characterization datasets, including DNA mutations, gene expression and protein expression along with epigenomic characterizations.

Advances in this area are necessary for delivering on the promise of precision medicine. Moreover, as larger and more complex omic data sets become available, the greater the expectations and opportunities for generating novel applications. Such systems are also likely to be based on new investigations about the interplay of multiple types of molecular data and their capacity for predicting drug responses. These models will progressively incorporate information encoded at various levels of biological control (e.g. tumor epigenetics), resolution analyses (e.g. multiple biopsies per tumor) and the tumor microenvironment. Also, as new advances in cancer immunotherapy materialize, there will be additional opportunities for developing prediction models tailored to this type of treatments or their combination with small molecule drugs.

To bring these models closer to the clinic, it is important to require high levels of expertise and involvement from bioinformaticians and clinically oriented researchers during all key development phases. Similarly, as new opportunities and expectations arise, there will be further needs for powerful, interpretable and reproducible computational methods in different cancer domains, especially those with limited treatment options for patients. This will be accompanied by a higher demand for researchers who can design, adapt and evaluate these models, as well as for clinicians well trained to interpret results and to
facilitate the creation of stronger bridges between the lab and the clinic.

In future, this work can be combined with genetic algorithm or Particle Swarm Optimization (PSO) technique which is used to solve a problem by iteratively trying to improve drug sensitivity with regard to a given measure of quality.
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