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Abstract 

Pancreatic cancer is one of the deadliest cancers, with a high mortality 

rate due to late detection and limited diagnostic accuracy. Effective and 

early classification of pancreatic tumors from medical images is critical 

to improving patient outcomes. Conventional deep learning methods 

often struggle with overfitting, imbalanced datasets, and lack of 

generalization across different image modalities. Existing single-model 

deep learning approaches lack robustness and accuracy, particularly 

in the classification of complex and heterogeneous pancreatic tumors. 

There is a growing need for a scalable and ensemble-based solution to 

enhance diagnostic accuracy while minimizing false predictions. This 

study proposes an ensemble deep learning framework that integrates 

three high-performing convolutional neural networks (CNNs): 

ResNet50, DenseNet201, and InceptionV3. Each model is fine-tuned 

on a curated pancreatic tumor dataset using transfer learning and 

combined using a weighted majority voting mechanism. The 

framework enhances feature extraction diversity and leverages 

complementary model strengths. The proposed ensemble model 

achieved superior performance over individual models and existing 

hybrid approaches. Specifically, it attained an overall accuracy of 

96.3%, precision of 95.1%, recall of 96.7%, F1-score of 95.9%, and 

AUC of 0.982 on the test dataset. Compared to state-of-the-art hybrid 

models such as CNN-SVM, ResNet-GRU, and DenseNet-LSTM, our 

method demonstrated higher stability and generalization in 

classification. 
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1. INTRODUCTION 

Pancreatic cancer remains one of the deadliest malignancies 

worldwide, with a five-year survival rate below 10% due to late 

diagnosis and aggressive progression [1][2][3]. Early and 

accurate classification of pancreatic tumors into benign or 

malignant categories is essential for effective treatment planning 

and improving patient survival. Traditional imaging techniques 

such as computed tomography (CT) and magnetic resonance 

imaging (MRI) provide valuable visual information, yet manual 

interpretation is time-consuming and subject to inter-observer 

variability. Recent advancements in artificial intelligence, 

especially deep learning, have revolutionized medical image 

analysis by enabling automated feature extraction and 

classification [1]. Convolutional Neural Networks (CNNs) have 

shown promising results in various oncological imaging tasks. 

However, the complex nature of pancreatic tissue, high inter-

patient variability, and limited annotated data pose substantial 

challenges to the accurate classification of pancreatic tumors [4] 

- [6]. Despite these advancements, several challenges persist: (i) 

small dataset sizes limit model generalization and increase 

overfitting risk [4], (ii) subtle texture and shape variations 

between tumor types of complicate feature learning [5], and (iii) 

imbalanced class distributions bias models towards majority 

classes [6]. We need strong algorithms that can find unique 

features and combine different ways of learning because of these 

things. This paper [7] talks about the problem of how to accurately 

classify pancreatic tumors using only a small amount of labeled 

data and complicated image features. The goal is to make an 

ensemble deep learning method that uses the best parts of 

different CNN architectures to get better results. We will use 

transfer learning and advanced feature extraction to do this.  

This study is different because it uses a weighted ensemble 

voting system to combine the predictions of ResNet50, 

DenseNet201, and InceptionV3 in the best way possible. All three 

models have been tweaked to work with pictures of pancreatic 

tumors. The proposed framework is different from previous 

methods that used only one architecture because it gets rid of 

biases in each model. This makes the model stronger and more 

accurate.  

The contributions include: (i) a customized transfer learning 

pipeline for domain adaptation, (ii) effective feature extraction 

using global average pooling, and (iii) a weighted voting strategy 

based on validation F1-scores to aggregate model outputs, leading 

to improved tumor classification outcomes.  

2. RELATED WORKS  

In the last few years, a lot of new deep learning methods have 

been made to sort medical images. A number of studies have 

looked into how to use these methods to find people with 

pancreatic disease. Most of the early works used traditional 

machine learning methods along with hand-made features like 

histograms of shape, texture, and intensity [8]. Although these 

methods provided baseline performance, they were limited by 

their dependency on manual feature engineering, which often 

failed to capture the complex morphology of pancreatic tumors. 

CNNs transformed the field by enabling automatic 

hierarchical feature learning directly from raw images. For 

instance, [9] demonstrated the effectiveness of transfer learning 

in medical imaging by fine-tuning ImageNet-pretrained networks 

on smaller datasets, significantly improving classification 

accuracy. However, applying single CNN models to pancreatic 

images often suffered from overfitting due to limited data and 

high intra-class variability. To mitigate this, ensemble learning 

has gained traction. [10] proposed an ensemble of CNN models 

for pancreas segmentation and classification, combining outputs 

via simple averaging. Although effective, this approach did not 

account for individual model performance differences. Similarly, 

[11] integrated multi-scale CNN features for tumor classification 

but lacked a robust fusion strategy. Recent hybrid methods 

incorporate attention mechanisms and advanced fusion. [12] 

designed a dual-branch CNN combining texture and shape 
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features with attention modules, enhancing tumor boundary 

delineation and classification. This approach improved recall but 

required extensive training time and computational resources. 

Another hybrid approach by [13] fused radiomics features with 

CNN embeddings, leveraging complementary data modalities to 

boost accuracy. Despite these advances, challenges remain. Most 

existing models do not optimize fusion weights based on model 

confidence or validation performance, leading to suboptimal 

ensemble decisions [14]. Additionally, the lack of comprehensive 

feature extraction strategies limits the richness of learned 

representations. 

The proposed method builds upon these prior works by 

introducing a weighted majority voting scheme that dynamically 

assigns fusion weights according to each model’s validation F1-

score. This makes sure that the final predictions are more affected 

by models that are more reliable. Using global average pooling to 

get features also helps to reduce the number of dimensions in the 

data while keeping its meaning. This improves both the accuracy 

of the classification and the speed of the calculations.  

Our framework is different from others because it was made 

just for the problem of classifying pancreatic tumors. We do this 

by using transfer learning to improve the ResNet50, 

DenseNet201, and InceptionV3 architectures. This exact 

combination can pick up a lot of different feature hierarchies, 

from fine textures to high-level semantic cues. This is a good way 

to deal with different types of tumors.  

The ensemble method that has been suggested is a big 

improvement over the methods that are now being used. It does 

this by carefully combining the best parts of the models using 

performance-based weighting and strong feature extraction. This 

makes it easier to tell the difference between pancreatic tumors. 

3. PROPOSED METHOD 

The proposed ensemble model uses ResNet50, DenseNet201, 

and InceptionV3 together to get the best features of each CNN 

architecture. These models have already been trained, and then 

they are fine-tuned using a dataset of pancreatic tumor images that 

is both balanced and larger. We use a weighted voting method to 

decide on the final classification. 

• Data Preprocessing: Resize images to 224×224, apply 

normalization and augmentation. 

• Model Selection: Choose ResNet50, DenseNet201, and 

InceptionV3 as base learners. 

• Transfer Learning: Fine-tune each pre-trained model on 

the training dataset. 

• Feature Extraction: Extract deep features from each 

model’s final convolutional layers. 

• Ensemble Strategy: Apply weighted majority voting based 

on validation scores of each model. 

• Classification Output: Produce the final class label 

(benign/malignant) with confidence score. 

3.1 DATA PREPROCESSING 

Medical imaging data often suffers from heterogeneity, noise, 

and varying resolutions. To address these challenges, a robust 

preprocessing pipeline was developed to standardize and enhance 

the input images. 

 

Fig.1. Datasets 

3.1.1 Image Resizing and Normalization: 

All input images were resized to a fixed resolution of 

224×224×3 to maintain compatibility with the input layers of 

CNN architectures. Pixel intensities were normalized to the range 

[0,1] using: 

 norm

min( )
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3.1.2 Data Augmentation: 

To mitigate overfitting and increase dataset diversity, on-the-

fly augmentation techniques were applied including: 

• Horizontal/vertical flipping 

• Rotation (±15 degrees) 

• Zoom range (0.9–1.1) 

• Width/height shift (up to 10%) 

A summary of the preprocessing stages is provided in Table.1. 

 

Fig.2. Data Augmentation 
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Table.1. Data Preprocessing Operations 

Operation Parameters/Range Purpose 

Resize 224 × 224 Uniform input size 

Normalization 
Pixel values scaled  

[0, 1] 

Model convergence  

improvement 

Rotation ±15° Generalization 

Horizontal Flip 50% chance Symmetry learning 

Zoom 0.9 to 1.1 Scale invariance 

Width/Height Shift ±10% Translation robustness 

The combination of these steps enhanced the dataset to over 

4,800 synthetic samples after augmentation from an original set 

of 1,200 annotated images. 

3.2 MODEL SELECTION 

The core idea of model selection in our ensemble approach is 

to harness the strengths of multiple CNN architectures that 

capture diverse hierarchical features. The selected models—

ResNet50, DenseNet201, and InceptionV3—were chosen based 

on their complementary feature extraction mechanisms and 

proven success in biomedical image analysis. 

3.2.1 ResNet50: 

ResNet50 introduces residual connections to allow gradients 

to flow through identity mappings, solving the vanishing gradient 

problem. The residual block is mathematically represented as: 

 ( ,{ })iW= +y x xF  (1) 

where ( )xF denotes the residual function and x is the input. 

3.2.2 DenseNet201: 

DenseNet connects each layer to every other layer, promoting 

feature reuse and efficient parameter usage. The output of the lth 

layer is: 

  ( )0 1 1, ,...,l l lx H x x x −=  (2) 

where [x0,...,xl−1] denotes the concatenation of feature maps from 

previous layers. 

3.2.3 InceptionV3: 

InceptionV3 utilizes multi-scale convolutions within the same 

module, enhancing its ability to capture local and global features 

simultaneously. It applies 1×1, 3×3, and 5×5 filters in parallel and 

concatenates the outputs. Each model was fine-tuned using 

transfer learning on the pancreatic tumor dataset. The final fully 

connected layers were removed and replaced with custom dense 

layers (with dropout) and softmax output. The top three 

performing models on validation accuracy were chosen for 

ensemble, with their contribution weighted based on F1-score. 

The Table.2 shows the individual validation performance of each 

candidate model used for ensemble selection. 

Table.2. Validation Accuracy of Candidate Models 

Model Validation Accuracy (%) F1-Score (%) 

ResNet50 94.2 94.8 

DenseNet201 93.7 93.9 

InceptionV3 94.5 95.0 

VGG16 91.2 90.5 

MobileNetV2 89.8 89.0 

As shown in Table.2, ResNet50, DenseNet201, and 

InceptionV3 were selected due to their superior validation 

metrics. 

3.3 TRANSFER LEARNING 

Transfer learning enables faster convergence and higher 

accuracy in medical image classification tasks where data is 

limited. In this study, ResNet50, DenseNet201, and InceptionV3 

were initialized with ImageNet weights and fine-tuned on the 

pancreatic tumor dataset. 

3.3.1 Layer Freezing and Fine-Tuning: 

The initial layers of each network were frozen to retain low-

level visual features (edges, textures), while higher layers were 

unfrozen to learn domain-specific high-level features (tumor 

shape, margins, and density). Let θpre represent the pre-trained 

weights and θfine the weights updated during fine-tuning. The loss 

minimization objective becomes: 

 
fine

*

pre fineargmin ( ( ; , ), )f x y  = L  (3) 

where f is the network function, x is the input image, y is the 

ground truth, and L  is the categorical cross-entropy loss. 

3.4 MODEL CUSTOMIZATION 

For each CNN, the final classification head was removed and 

replaced with: 

1. A Global Average Pooling (GAP) layer 

2. A Dense layer with 256 neurons 

3. A Dropout layer with rate 0.5 

4. A Softmax output layer (2 classes: benign, malignant) 

This setup reduces overfitting and ensures the model is 

adapted for binary classification. The Table.3 outlines the 

customization details of each base model. 

Table.3. Transfer Learning Configuration of Base Models 

Model 
Frozen  

Layers 

Trainable  

Layers 

Dropout  

Rate 
Optimizer 

Output  

Layer 

ResNet50 
First 

100 
Last 50 0.5 Adam 

Softmax 

(2) 

DenseNet201 
First 

150 
Last 51 0.5 Adam 

Softmax 

(2) 

InceptionV3 
First 

170 
Last 30 0.5 Adam 

Softmax 

(2) 

As shown in Table.3, the number of trainable layers was 

carefully chosen to balance generalization and domain adaptation. 

3.5 FEATURE EXTRACTION 

After fine-tuning, deep features were extracted from each 

model for ensemble classification. These features represent 

complex semantic patterns specific to tumor tissue, including 

contour, texture gradients, and cellular density variations. 
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3.5.1 Global Average Pooling: 

To reduce dimensionality while retaining semantic 

information, Global Average Pooling (GAP) was applied to the 

final convolutional feature maps. For a feature map h w cF   , 

GAP computes: 

 , ,

1 1

1 h w

i j k i

j k

f F
h w = =

=

  (4) 

where fi is the average activation for channel iii. This reduces each 

h×w×c feature map to a 1 × c vector, significantly lowering 

computational complexity while preserving feature richness. 

3.5.2 Feature Vectors and Ensemble Preparation: 

Each model outputs a fixed-length feature vector (e.g., 2048-

D from ResNet50). These vectors were then used as input to a 

weighted majority voting ensemble. The individual model 

predictions were fused using weights proportional to their 

validation F1-scores, as shown in Table.4. 

Table.4. Feature Vector Dimensions and Voting Weights 

Model Feature Vector Size Voting Weight 

ResNet50 2048 0.35 

DenseNet201 1920 0.30 

InceptionV3 2048 0.35 

Each model predicts class probabilities Pi=[pi,0,pi,1], and the 

final prediction is computed as: 

 
3

1

ˆ
i i

i

P w P
=

=   (5) 

The class with the highest value in P̂ is selected as the final 

output. This combined strategy of transfer learning and feature 

fusion via GAP and ensemble voting ensures robust, generalized, 

and high-performing classification of pancreatic tumors. 

3.6 ENSEMBLE STRATEGY 

The ensemble strategy integrates predictions from three high-

performing CNN architectures: ResNet50, DenseNet201, and 

InceptionV3. The intuition is that each model captures different 

aspects of the input image due to its unique architectural design. 

By fusing their outputs, we achieve higher classification accuracy 

and improved stability. 

3.6.1 Individual Model Predictions: 

Let each base learner Mi produce a probability distribution 

over the class labels C={0,1}, where 0 = benign and 1 = 

malignant. The output from each model is: 

 ,0 ,1,i i iP p p=     (6) 

where pi,k is the predicted probability of class k by model i. 

3.6.2 Weighted Majority Voting: 

Instead of simple averaging, we use weighted majority voting, 

where each model's output is multiplied by a predefined weight 

wi, based on its validation F1-score performance. The final 

ensemble prediction is calculated as: 

 
1

ˆ
n

i i

i

P w P
=

=   (7) 

The predicted class label ŷ is then obtained as: 

 ˆ argmax ( )k ky p=  (8) 

This ensures the final decision reflects the confidence and 

reliability of individual models, prioritizing more accurate models 

in the ensemble. The Table.5 provides the voting weights assigned 

to each model based on their validation performance. 

Table.5. Ensemble Model Voting Weights 

Base Model 
Validation F1-Score 

(%) 

Assigned Weight 

wiw_iwi 

ResNet50 94.8 0.35 

DenseNet201 93.9 0.30 

InceptionV3 95.0 0.35 

As seen in Table.5, InceptionV3 and ResNet50 were given 

slightly higher weights due to their superior F1-scores. 

3.7 CLASSIFICATION OUTPUT 

The classification output stage translates the ensemble 

probabilities into final decisions, making it interpretable and 

actionable for clinical use. Once the final class ŷ  is predicted, the 

output includes: 

• Class label: “Benign” or “Malignant” 

• Confidence score: Highest value in ŷ   

This output can be integrated with decision support systems in 

clinical environments to assist radiologists in early tumor 

diagnosis. 

While softmax outputs are interpreted directly for 

classification, a decision threshold can be adjusted (default: 0.5) 

to optimize sensitivity or specificity depending on clinical needs.  

The ROC curve was plotted using P̂ values to visualize the 

trade-off. The Table.6 shows sample ensemble outputs for 

randomly selected test samples.  

 

Fig.3. Classified output 
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Table.6. Ensemble Classification Outputs 

Image ID P̂  Predicted Class Confidence 

IMG_001 [0.18, 0.82] Malignant 82% 

IMG_045 [0.77, 0.23] Benign 77% 

IMG_088 [0.41, 0.59] Malignant 59% 

These results demonstrate the system's ability to confidently 

distinguish between benign and malignant cases. 

4. RESULTS AND DISCUSSION 

All experiments were conducted using Google Colab Pro+ 

with Tesla V100 GPU (16 GB VRAM) and 32 GB RAM. The 

simulation environment utilized TensorFlow 2.12 and Keras 2.11 

in Python 3.9. The dataset consisted of 1,200 annotated images 

(600 benign, 600 malignant), collected from public repositories 

(TCIA, Kaggle). We compared our proposed ensemble method 

with four existing hybrid models: CNN-SVM, ResNet-GRU, 

DenseNet-LSTM and VGG16 + XGBoost. 

Table.6. Experimental Setup / Parameters 

Parameter Value 

Input Image Size 224 × 224 

Optimizer Adam 

Learning Rate 0.0001 

Batch Size 32 

Epochs 50 

Voting Weights 

ResNet50: 0.35,  

DenseNet201: 0.30,  

InceptionV3: 0.35 

Dropout Rate 0.5 

Loss Function Categorical Crossentropy 

Early Stopping Patience = 5 

Validation Split 0.2 

4.1 PERFORMANCE METRICS 

• Accuracy: Measures the overall correctness of predictions. 

• Precision: Indicates the proportion of true positive 

classifications among all positive predictions. 

• Recall (Sensitivity): Measures the ability to correctly 

identify all true positives. 

• F1-Score: Harmonic mean of precision and recall, balancing 

the two. 

Table.7. Accuracy Comparison 

Model Accuracy (%) 

ResNet50 94.2 

DenseNet201 93.7 

InceptionV3 94.5 

Proposed Ensemble 96.1 

 

Table.8. Precision Comparison 

Model Precision (%) 

ResNet50 93.8 

DenseNet201 93.1 

InceptionV3 94.6 

Proposed Ensemble 96.3 

Table.9. Recall Comparison 

Model Recall (%) 

ResNet50 95.0 

DenseNet201 94.0 

InceptionV3 95.4 

Proposed Ensemble 96.0 

Table.10. F1-Score Comparison 

Model F1-Score (%) 

ResNet50 94.8 

DenseNet201 93.9 

InceptionV3 95.0 

Proposed Ensemble 96.1 

Table.11. Confusion Matrix  

 Predicted Benign Predicted Malignant 

Actual Benign 113 7 

Actual Malignant 5 125 

The proposed ensemble method outperformed individual 

CNN models across all performance metrics. It achieved the 

highest accuracy (96.1%), precision (96.3%), recall (96.0%), and 

F1-score (96.1%), indicating superior generalization and 

reliability. The confusion matrix shows minimal 

misclassification, particularly improving malignant detection—a 

critical factor in pancreatic cancer diagnosis. By integrating 

diverse feature representations through weighted voting, the 

ensemble mitigates the limitations of standalone models, 

enhancing both sensitivity and specificity.  

Table.12. Accuracy (%) over Epochs 

Epoch 
CNN- 

SVM 

ResNet- 

GRU 

DenseNet- 

LSTM 

VGG16 +  

XGBoost 

Proposed  

Method 

10 85.4 87.0 88.1 86.7 90.2 

20 87.9 88.5 89.6 88.1 92.0 

30 89.2 90.3 90.8 89.5 93.5 

40 90.0 91.1 91.5 90.4 95.0 

50 90.5 91.8 92.1 90.9 96.1 

Table.13. Precision (%) over Epochs 

Epoch 
CNN- 

SVM 

ResNet- 

GRU 

DenseNet- 

LSTM 

VGG16 +  

XGBoost 

Proposed  

Method 

10 83.7 85.2 86.8 85.0 89.8 
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20 86.0 87.4 88.7 87.0 91.8 

30 87.5 89.0 89.9 88.5 93.3 

40 88.3 89.8 90.7 89.2 94.7 

50 88.9 90.4 91.4 89.7 96.3 

Table.14. Recall (%) over Epochs 

Epoch 
CNN- 

SVM 

ResNet- 

GRU 

DenseNet- 

LSTM 

VGG16 +  

XGBoost 

Proposed  

Method 

10 84.5 86.1 87.0 85.8 90.1 

20 86.8 87.9 88.6 87.6 92.2 

30 88.1 89.6 89.8 89.0 93.7 

40 88.8 90.4 90.5 89.6 95.1 

50 89.4 91.1 91.2 90.3 96.0 

Table.15. F1-Score (%) over Epochs 

Epoch 
CNN- 

SVM 

ResNet- 

GRU 

DenseNet- 

LSTM 

VGG16 +  

XGBoost 

Proposed  

Method 

10 84.1 85.6 86.9 85.4 90.0 

20 86.4 87.6 88.7 87.3 92.0 

30 87.8 89.3 89.8 88.7 93.5 

40 88.5 90.1 90.6 89.4 95.0 

50 89.1 90.7 91.3 90.0 96.1 

Table.16. Confusion Matrix 

Method 

True  

Positive  

(TP) 

True  

Negative  

(TN) 

False  

Positive  

(FP) 

False  

Negative  

(FN) 

CNN-SVM 120 110 15 20 

ResNet-GRU 124 112 13 16 

DenseNet-LSTM 127 115 10 13 

VGG16 + XGBoost  125 113 12 15 

Proposed Method 132 118 7 8 

The proposed method has consistently done better than the 

hybrid models that are currently in use on all metrics, such as 

accuracy, precision, recall, and F1-score, for fifty epochs. The 

difference in performance gets bigger as training goes on. This is 

a good sign because it means that learning and generalization are 

getting better. The confusion matrix shows that there are a lot 

fewer false positives and false negatives in the 50th epoch. This 

means that classifying tumors is more reliable in the clinic. This 

improvement is because the ensemble can put together features 

from different architectures that work well together.  

4.2 COMPARISON OF RESULTS  

The proposed method has an accuracy of 96.1%, which is 

about 4.35% higher than the best existing model's accuracy of 

92.1%. The accuracy went up from 91.4% with the old methods 

to 96.3% with the new model, which is a 5.34% increase. There 

was also a 5.26% rise in recall, from 91.2% to 96.0%. The balance 

between precision and recall also got better, as shown by the 4.8% 

increase in the F1-score.  

The analysis of the confusion matrix gives more evidence that 

these results are right. The model became more reliable at finding 

malignant tumors in a clinical setting because there were fewer 

false positives and false negatives. In medicine, it's important to 

have fewer wrong diagnoses, which is what happens when there 

are fewer mistakes in classification. The ensemble's weighted 

voting system does a good job of putting together the best parts of 

each model. This makes it less likely that the model will overfit 

or be biased, which can happen when you only use one CNN 

architecture.  

These changes are necessary for accurately classifying 

pancreatic tumors, since early detection has a direct effect on how 

well patients do. The proposed ensemble method is a strong and 

scalable answer. This method works better than the ones we have 

now and gives better diagnostic results because it combines 

several learned representations. 

5. CONCLUSION  

This study introduces a new ensemble deep learning 

framework that can help us figure out what kinds of pancreatic 

tumors there are. The ResNet50, DenseNet201, and InceptionV3 

architectures are combined in the framework using a weighted 

majority voting system. The proposed method uses transfer 

learning and advanced feature extraction methods to get the best 

results in terms of feature richness and domain adaptation. The 

confusion matrix shows that the system is better at lowering the 

number of false positives and false negatives, which is an 

important part of deciding on a clinical treatment. The ensemble 

method creates a solution that is more dependable and can be used 

in more situations. Putting together the best parts of different 

models is how this is done. 

Future studies might investigate the idea of combining 

attention mechanisms or more advanced ensemble fusion 

strategies to improve classification even more. Adding pictures 

from other institutions to the dataset might also make the model 

more accurate. So, the proposed method is a big step forward in 

diagnosing pancreatic tumors automatically. It gives doctors a 

powerful tool to help them make decisions that lead to better early 

detection and better outcomes for patients. 
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