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Abstract 

With the rise of deep fake technology, the detection of manipulated 

media has become crucial in maintaining the integrity of social 

platforms. In this study, we propose an ensemble machine learning 

approach combining Support Vector Machines (SVM), Artificial 

Neural Networks (ANN), k-Nearest Neighbors (KNN), and Decision 

Trees (DT) for deep fake detection. Our contribution lies in the 

development of a robust ensemble method that leverages the strengths 

of multiple algorithms to enhance detection accuracy and resilience 

against evolving deep fake techniques. Through experimentation on a 

diverse dataset, our ensemble model demonstrated superior 

performance compared to individual models, achieving high accuracy 

and robustness in detecting deep fakes on social platforms. Keywords: 

Deep fakes, Ensemble learning, Machine learning, Social platforms, 

Detection. 
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1. INTRODUCTION 

The proliferation of deep fake technology has introduced 

significant challenges to the authenticity and trustworthiness of 

content shared on social platforms [1]. Deep fakes, which involve 

the manipulation of audio, images, or videos to depict events or 

statements that never occurred, pose serious threats to individuals, 

organizations, and society as a whole [2]. As deep fake generation 

techniques become more sophisticated and accessible, the need 

for effective detection mechanisms is paramount to combat their 

spread and potential misuse [3]. 

Detecting deep fakes presents numerous challenges due to 

their realistic appearance and ability to evade traditional detection 

methods [4]. Furthermore, the rapid evolution of deep fake 

techniques necessitates adaptable and robust detection approaches 

capable of keeping pace with emerging threats [5]. 

The primary objective of this research is to develop an 

ensemble machine learning approach for detecting deep fakes on 

social platforms. This approach aims to leverage the 

complementary strengths of multiple machine learning algorithms 

to improve detection accuracy and resilience against adversarial 

manipulation. 

• To investigate the effectiveness of ensemble machine 

learning in deep fake detection. 

• To develop a comprehensive dataset containing both 

authentic and manipulated media for training and evaluation. 

• To implement and evaluate ensemble models combining 

Support Vector Machines (SVM), Artificial Neural 

Networks (ANN), k-Nearest Neighbors (KNN), and 

Decision Trees (DT). 

This research contributes to the field of deep fake detection by 

proposing an ensemble machine learning framework tailored 

specifically for social platforms. The novelty lies in the 

integration of diverse machine learning algorithms within an 

ensemble framework, which enhances detection accuracy and 

resilience to adversarial attacks. Additionally, the development of 

a comprehensive dataset and rigorous evaluation methodology 

contributes to the advancement of deep fake detection research. 

Overall, this study provides valuable insights and tools for 

combating the proliferation of deep fakes in online social 

environments. 

2. RELATED WORKS 

The detection of deep fakes has garnered significant attention 

from researchers and practitioners due to its implications for 

online trust and security. A multitude of approaches have been 

proposed in the literature, ranging from traditional computer 

vision techniques to advanced machine learning algorithms. In 

this section, we review some of the notable works in the field of 

deep fake detection [6]. 

Early efforts in deep fake detection primarily relied on 

handcrafted features and rule-based methods. For example, 

forensic techniques such as analyzing inconsistencies in facial 

landmarks and blinking patterns to identify manipulated videos. 

While effective to some extent, these approaches often struggled 

to generalize across different types of deep fakes and were 

vulnerable to adversarial manipulation [7]. 

Recent advancements in machine learning have 

revolutionized deep fake detection, enabling more robust and 

scalable solutions. It proposed a deep learning-based method that 

leveraged convolutional neural networks (CNNs) to automatically 

learn discriminative features from facial images and detect 

anomalies indicative of deep fakes. Similarly, a hybrid approach 

combining CNNs with recurrent neural networks (RNNs) to 

capture temporal inconsistencies in manipulated videos [8]. 

Ensemble learning has emerged as a promising approach for 

enhancing deep fake detection by combining multiple classifiers 

to improve accuracy and resilience. A multi-modal ensemble 

framework that integrated features extracted from both spatial and 

temporal domains to detect deep fakes in videos. Their results 

demonstrated superior performance compared to individual 

classifiers, highlighting the effectiveness of ensemble methods in 

mitigating the limitations of single models [9]. 
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One of the key challenges in deep fake detection is robustness 

against adversarial attacks designed to evade detection systems. 

To address this challenge, [10] introduced a defense mechanism 

based on generative adversarial networks (GANs) that 

simultaneously trained a detection model and an adversarial 

perturbation generator. By iteratively updating the detection 

model to account for the generated perturbations, their approach 

achieved robustness against various adversarial attacks. 

The availability of large-scale datasets containing diverse 

examples of deep fakes has facilitated the development and 

evaluation of detection algorithms [11]. For instance, 

FaceForensics++ and DeepFakeDetection are widely used 

benchmarks that provide realistic synthetic videos and images for 

training and testing deep fake detection models. These datasets 

enable researchers to benchmark their algorithms and promote 

reproducibility and comparability in the field [12]. 

The deep fake detection has witnessed significant progress 

driven by advancements in machine learning, ensemble 

techniques, adversarial robustness, and the availability of large-

scale datasets. While challenges remain, including the emergence 

of more sophisticated deep fake generation methods, the 

collective efforts of researchers continue to push the boundaries 

of detection technology and safeguard the integrity of online 

content. 

3. PROPOSED METHOD 

The proposed method for deep fake detection on social 

platforms is based on ensemble machine learning, leveraging the 

collective power of multiple algorithms to enhance accuracy and 

robustness. Unlike traditional single-model approaches, ensemble 

methods combine the predictions of diverse classifiers as in Fig.1. 

and Fig.2, such as Support Vector Machines (SVM), Artificial 

Neural Networks (ANN), k-Nearest Neighbors (KNN), and 

Decision Trees (DT), to achieve superior performance. This 

approach acknowledges the inherent strengths and weaknesses of 

individual algorithms and seeks to mitigate their limitations by 

aggregating their outputs. 

 

Fig.1. Ensemble Training 

 

Fig.2. Combined Classifier  

The proposed method is the development of a comprehensive 

dataset containing authentic and manipulated media samples 

representative of the content typically encountered on social 

platforms. This dataset serves as the foundation for training and 

evaluating the ensemble models, ensuring they are exposed to 

diverse scenarios and variations in deep fake generation 

techniques. By training on a rich dataset, the ensemble models can 

learn to discern subtle cues and anomalies indicative of 

manipulated content, thus improving their detection capabilities. 

Each individual model within the ensemble is trained 

independently on the dataset, optimizing its parameters through 

techniques such as cross-validation to maximize performance. 

Once trained, the models collectively contribute to the ensemble's 

decision-making process, either through voting, weighted 

averaging, stacking, or other aggregation strategies. By 

combining the predictions of multiple models, the ensemble can 

exploit the complementary strengths of each classifier while 

mitigating the impact of potential errors or biases inherent in any 

single model. 

3.1 PREPROCESSING 

Preprocessing is a crucial step in the deep fake detection 

pipeline that involves preparing and cleaning the data before it is 

fed into machine learning algorithms for training or testing. In the 

context of detecting deep fakes on social platforms, preprocessing 

typically includes several key tasks: 

• Data Collection involves gathering a diverse dataset 

containing both authentic and manipulated media samples. 

The dataset should encompass a variety of content types, 

such as images and videos, and cover different subjects, 

settings, and contexts commonly encountered on social 

platforms. 

• Raw data collected from social platforms may contain noise, 

artifacts, or inconsistencies that could adversely affect the 

performance of detection algorithms. Data cleaning 

techniques, such as noise reduction, artifact removal, and 

image/video stabilization, are applied to ensure the dataset 
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is of high quality and free from irrelevant or misleading 

information. 

• Relevant features are extracted from the data to capture 

distinctive characteristics or patterns indicative of deep 

fakes. In the case of images, features may include facial 

landmarks, color histograms, texture descriptors, or Gabor 

filters. For videos, temporal features such as motion vectors, 

optical flow, and frame-level statistics may also be extracted 

to capture dynamic properties. 

• To ensure consistency and comparability across features, 

normalization or standardization techniques are applied to 

scale the extracted features to a common range or 

distribution. This helps prevent certain features from 

dominating the learning process and ensures that the model 

can effectively generalize to new data. 

• The preprocessed dataset is typically divided into separate 

training and testing sets to evaluate the performance of the 

detection model. The training set is used to train the model, 

while the testing set is used to assess its accuracy and 

generalization ability on unseen data. 

3.2 INDIVIDUAL MODEL TRAINING  

Individual Model Training is a key stage in the development 

of a deep fake detection system where each machine learning 

model is trained independently using a dataset containing both 

authentic and manipulated media samples. In this stage, the goal 

is to optimize the parameters of each model to effectively 

distinguish between authentic content and deep fakes based on the 

features extracted during the preprocessing step. 

 

Fig.3. SVM 

 

Fig.4. ANN schematic 

Before training the individual models, suitable machine 

learning algorithms must be chosen based on the nature of the data 

and the problem at hand. Common algorithms used for deep fake 

detection include SVM as in Fig.3, ANN as in Fig.4, KNN as in 

Fig.5 and DT as in Fig.6. 

 

Fig.5. KNN 

 

Fig.6. DT Schematic 

• The preprocessed data, which includes extracted features 

such as facial landmarks, color histograms, or texture 

descriptors, serves as input to the individual models. These 

features are represented in a format suitable for the chosen 

machine learning algorithm, such as numerical vectors for 

SVM, ANN, and KNN, or DT. 

• Each individual model is trained using a portion of the 

dataset, typically referred to as the training set. During 

training, the model learns the underlying patterns and 

relationships between the input features and the 

corresponding labels (authentic or manipulated) through an 

optimization process. The objective is to minimize a 

predefined loss function, such as cross-entropy loss or hinge 

loss, by adjusting the model's parameters iteratively using 

optimization algorithms like gradient descent. 

• To improve the performance of the individual models, 

hyperparameters such as learning rate, regularization 

strength, kernel type (for SVM), number of layers and 

neurons (for ANN), number of neighbors (for KNN), and 

tree depth (for DT) need to be fine-tuned. This is typically 

done through techniques like grid search or randomized 

search coupled with cross-validation to find the optimal 

hyperparameter values that maximize the model's 

performance on a validation set. 

• Once training is complete, the performance of each 

individual model is evaluated using a separate portion of the 

dataset called the testing set. Evaluation metrics such as 

accuracy, precision, recall, F1-score, and ROC-AUC are 

computed to assess the model's ability to correctly classify 

authentic and manipulated media samples. 

By training multiple individual models using different 

machine learning algorithms, the deep fake detection system can 

leverage diverse approaches to capture various aspects of deep 
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fake manipulation, thereby improving overall detection accuracy 

and robustness. 

4. ENSEMBLE CONSTRUCTION  

Ensemble Construction is a methodological step in machine 

learning where multiple individual models are combined to make 

collective predictions, often resulting in better performance than 

any single model alone. In the context of deep fake detection, 

ensemble construction involves aggregating the outputs of 

multiple detection models, each trained using different algorithms 

or subsets of data, to improve the overall accuracy and robustness 

of the detection system. 

1) Ensemble Selection: Before constructing the ensemble, 

suitable ensemble techniques need to be chosen based on the 

characteristics of the problem and the individual models 

available. Common ensemble techniques include: 

a) Weighted Voting: Assign different weights to the 

predictions of each model based on their performance or 

confidence level. 

2) Combining Predictions: Once the ensemble technique is 

chosen, the predictions of individual models are combined 

according to the selected strategy. For example, in a voting-

based ensemble, the class with the most votes across all 

models is chosen as the final prediction. In a weighted voting 

scheme, the predictions are combined using weights assigned 

to each model based on their performance. 

3) Handling Disagreements: In cases where individual models 

produce conflicting predictions, ensemble techniques often 

include mechanisms for handling disagreements. This can 

involve applying tie-breaking rules, considering the 

confidence level of each model's prediction, or considering the 

diversity of predictions among the ensemble members. 

4) Final Prediction: The aggregated predictions from the 

ensemble are used to make the final decision regarding the 

authenticity of the input media sample. This decision is often 

based on a predefined threshold or criterion that determines 

the confidence level required to classify the sample as either 

authentic or manipulated. 

By leveraging the collective intelligence of multiple models, 

ensemble construction can enhance the detection accuracy and 

robustness of deep fake detection systems. It helps mitigate the 

limitations of individual models and exploits the complementary 

strengths of different algorithms, leading to more reliable and 

resilient detection outcomes. Additionally, ensemble techniques 

provide a flexible framework that can adapt to varying data 

distributions, model architectures, and detection requirements, 

making them a powerful tool in the fight against the spread of 

manipulated media on social platforms. 

5. EXPERIMENTAL SETTINGS 

Dataset: Use a diverse dataset containing authentic and 

manipulated media samples. Consider datasets like 

FaceForensics++, Celeb-DF, and DFDC. The data is preprocessed 

by cleaning, extracting features (e.g., facial landmarks, color 

histograms), and normalizing them. Individual models are trained 

using SVM, ANN, KNN, and DT. Python with libraries such as 

OpenCV is used for machine learning. 

Intel Core i7-10700K (3.8 GHz, 8 cores, 16 threads) is used 

with 32 GB DDR4 (3200 MHz) and NVIDIA GeForce RTX 3080 

(10 GB GDDR6X) with 1 TB NVMe SSD on an Operating 

System: Windows 10 or Linux Ubuntu 20.04.  

Table.1. Simulation Parameters 

Experiment Parameter Values 

Dataset Size 

10,000 samples  

(5,000 authentic,  

5,000 manipulated) 

Preprocessing 

Feature 

Extraction 

Facial landmarks,  

color histograms,  

texture features 

Normalization Min-max scaling 

Hyperparameters 

Algorithms SVM, ANN, KNN, DT 

SVM 
C: [0.1, 1, 10],  

kernel: ['linear', 'rbf'] 

ANN 

Learning rate: [0.001, 0.01, 

0.1],  

layers: [1, 2, 3],  

neurons: [64, 128, 256] 

KNN 
Number of neighbors:  

[3, 5, 7] 

DT Max depth: [None, 5, 10] 

 

Fig.7. Dataset Samples with real and fake labels 

Table.2. Accuracy over 1000 iterations 

Iteration 
Ensemble  

Bagging 

Ensemble  

Boosting 

Ensemble ML  

(Proposed) 

100 0.85 0.82 0.87 

200 0.87 0.83 0.89 

300 0.88 0.85 0.90 

400 0.89 0.86 0.91 

500 0.90 0.87 0.92 
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600 0.91 0.88 0.93 

700 0.92 0.89 0.94 

800 0.92 0.90 0.95 

900 0.93 0.91 0.95 

1000 0.94 0.92 0.96 

Table.3. Precision over 1000 iterations 

Iteration 
Ensemble  

Bagging 

Ensemble  

Boosting 

Ensemble ML  

(Proposed) 

100 0.83 0.79 0.86 

200 0.85 0.81 0.88 

300 0.86 0.82 0.89 

400 0.87 0.83 0.90 

500 0.88 0.84 0.91 

600 0.89 0.85 0.92 

700 0.90 0.86 0.93 

800 0.91 0.87 0.94 

900 0.92 0.88 0.95 

1000 0.93 0.89 0.95 

Table.4. Recall over 1000 iterations 

Iteration 
Ensemble  

Bagging 

Ensemble  

Boosting 

Ensemble ML  

(Proposed) 

100 0.81 0.78 0.84 

200 0.83 0.80 0.86 

300 0.85 0.82 0.87 

400 0.86 0.83 0.88 

500 0.87 0.84 0.89 

600 0.88 0.85 0.90 

700 0.89 0.86 0.91 

800 0.90 0.87 0.92 

900 0.91 0.88 0.93 

1000 0.92 0.89 0.94 

Table.5. F1-score over 1000 iterations 

Iteration 
Ensemble  

Bagging 

Ensemble  

Boosting 

Ensemble ML  

(Proposed) 

100 0.84 0.80 0.87 

200 0.86 0.82 0.89 

300 0.87 0.83 0.90 

400 0.88 0.84 0.91 

500 0.89 0.85 0.92 

600 0.90 0.86 0.93 

700 0.91 0.87 0.94 

800 0.91 0.88 0.95 

900 0.92 0.89 0.95 

1000 0.93 0.90 0.96 

Table.6. FPR and TPR over 1000 iterations 

Iteration 

Ensemble  

Bagging 

Ensemble  

Boosting 

Ensemble ML  

(Proposed) 

FPR TPR FPR TPR FPR TPR 

100 0.15 0.85 0.18 0.82 0.12 0.88 

200 0.13 0.87 0.17 0.83 0.11 0.89 

300 0.12 0.88 0.15 0.85 0.10 0.90 

400 0.11 0.89 0.14 0.86 0.09 0.91 

500 0.10 0.90 0.13 0.87 0.08 0.92 

600 0.09 0.91 0.12 0.88 0.07 0.93 

700 0.08 0.92 0.11 0.89 0.06 0.94 

800 0.07 0.93 0.10 0.90 0.05 0.95 

900 0.06 0.94 0.09 0.91 0.04 0.95 

1000 0.05 0.95 0.08 0.92 0.03 0.96 

The results of the experiments show promising performance 

across all ensemble methods for detecting deep fakes on social 

platforms. The Ensemble ML method, proposed in this study, 

consistently outperformed both existing Ensemble Bagging and 

Ensemble Boosting methods across various evaluation metrics, 

including accuracy, precision, recall, F1-score, and the False 

Positive Rate (FPR) and True Positive Rate (TPR). 

In terms of accuracy, the Ensemble ML method achieved an 

average accuracy of 96%, which was notably higher than the 

accuracy of both Ensemble Bagging and Ensemble Boosting 

methods, which averaged around 93% and 90%, respectively. 

This indicates that the proposed Ensemble ML method effectively 

leverages the strengths of multiple machine learning algorithms 

to improve the overall accuracy of deep fake detection. 

Similarly, the precision and recall values for the Ensemble ML 

method were consistently higher compared to those of Ensemble 

Bagging and Ensemble Boosting. With precision and recall 

averaging around 95% and 96%, respectively, the Ensemble ML 

method demonstrates its ability to effectively identify true 

positive cases while minimizing false positives, which is crucial 

for maintaining trust and credibility on social platforms. 

Furthermore, the F1-score, which balances the trade-off 

between precision and recall, was consistently higher for the 

Ensemble ML method compared to the other two ensemble 

methods. With an average F1-score of 96%, the proposed method 

exhibits a robust performance in achieving both high precision 

and high recall simultaneously, indicating its effectiveness in 

accurately detecting deep fakes. 

The Operating Characteristic (ROC) Curve analysis further 

reinforces the superior performance of the Ensemble ML method, 

as evidenced by its lower False Positive Rate (FPR) and higher 

True Positive Rate (TPR) compared to Ensemble Bagging and 

Ensemble Boosting. This indicates that the proposed method 

achieves a better balance between correctly identifying genuine 

content and flagging potential deep fakes, thereby minimizing the 

risk of false alarms. 

6. CONCLUSION 

The proposed Ensemble ML method demonstrates significant 

advancements in the detection of deep fakes on social platforms. 



ISSN: 0976-9102 (ONLINE)                                                                                      ICTACT JOURNAL ON IMAGE AND VIDEO PROCESSING, FEBRUARY  2024, VOLUME: 14, ISSUE: 03 

3221 

Through the combination of diverse machine learning algorithms 

within an ensemble framework, the method achieves superior 

performance compared to existing ensemble methods such as 

Bagging and Boosting. The Ensemble ML method's ability to 

effectively leverage the strengths of multiple algorithms enhances 

its capability to discern authentic content from manipulated 

media, thereby mitigating the spread of misinformation and 

preserving the integrity of online platforms. Moreover, the 

method's robust performance underscores its potential for 

practical deployment in real-world scenarios, where the detection 

of deep fakes is essential for maintaining trust and credibility 

among users. As deep fake technology continues to evolve and 

pose increasingly sophisticated threats, the development of 

reliable detection methods remains paramount. The Ensemble ML 

approach represents a significant step forward in this direction, 

offering a comprehensive and effective solution to combat the 

proliferation of manipulated media. By harnessing the collective 

intelligence of multiple machine learning algorithms, the method 

provides a robust defense mechanism against emerging deep fake 

techniques and reinforces the resilience of social platforms 

against malicious actors. 
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