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Abstract 

In surveillance, the need for enhanced image representation and 

rendering from low-resolution videos is paramount for effective 

analysis and decision-making. This research addresses the limitations 

of conventional methods in extracting meaningful information from 

low-resolution footage. The prevalent challenge lies in the 

compromised clarity and detail inherent in surveillance videos, 

hindering accurate identification and analysis of critical events. The 

ubiquity of surveillance cameras has led to an influx of low-resolution 

videos, limiting the efficacy of traditional image processing techniques. 

This research aims to bridge this gap by leveraging DenseNet, a densely 

connected convolutional neural network (CNN) known for its ability to 

capture intricate features. The DenseNet seeks to enhance the 

representation and subsequent rendering of images, transcending the 

constraints imposed by low resolutions. The network ability to capture 

intricate details will be harnessed to enhance image representation. 

Subsequent rendering techniques will be employed to reconstruct high-

quality images for improved analysis. The results showcase promising 

advancements in image representation and rendering using DenseNet. 

The enhanced visual quality of surveillance images allows for more 

precise identification and analysis of events, demonstrating the 

potential impact of the proposed methodology on improving 

surveillance systems. 

 

Keywords: 

Surveillance, Low-Resolution Videos, DenseNet, Image 

Representation, Rendering 

1. INTRODUCTION 

The proliferation of surveillance systems has undeniably 

encouraged security measures, yet the effectiveness of these 

systems is often compromised by the prevalence of low-resolution 

videos. In the evolving landscape of video analytics [1], the 

demand for accurate image representation and rendering from 

such footage has become increasingly pronounced [2]. The 

existing methodologies, predominantly relying on conventional 

image processing techniques, struggle to extract pertinent 

information, necessitating a paradigm shift in approach [3]. 

Low-resolution surveillance videos present a myriad of 

challenges, primarily characterized by the loss of crucial details 

essential for accurate analysis. Conventional methods [4] often 

fail to surmount the inherent limitations of pixelated and blurry 

images, hampering the ability to identify critical events and 

individuals. This calls for innovative solutions that can enhance 

image representation from low-resolution sources [5]. 

The core problem addressed in this research is the inadequate 

image representation and rendering from low-resolution 

surveillance videos. The compromised visual quality impedes the 

ability to discern important details, hindering the efficacy of 

surveillance systems in real-world applications. 

The primary objectives of this research are twofold: first, to 

leverage DenseNet, a densely connected convolutional neural 

network, for the enhancement of image representation from low-

resolution surveillance videos; and second, to develop rendering 

techniques that can reconstruct high-quality images, transcending 

the limitations imposed by low resolutions. These objectives 

collectively aim to improve the accuracy and reliability of 

surveillance systems. 

This research introduces a novel approach by integrating 

DenseNet into low-resolution surveillance video analysis. The 

novelty lies in the application of DenseNet dense connectivity 

patterns to capture intricate features that conventional methods 

often miss. The contribution extends to the development of 

rendering techniques that complement the enhanced image 

representation, providing a comprehensive solution for 

overcoming the challenges posed by low-resolution footage. The 

outcomes of this research are anticipated to advance the field of 

video analytics, offering a new paradigm for improved 

surveillance capabilities in diverse settings. 

2. RELATED WORKS 

Prior research has delved into super-resolution techniques to 

address the challenge of enhancing image quality in surveillance 

footage. Approaches such as image upscaling algorithms and deep 

learning-based super-resolution have been explored, aiming to 

mitigate the limitations posed by low resolutions. However, these 

methods often fall short in capturing intricate details crucial for 

comprehensive surveillance analysis [6]. 

Convolutional Neural Networks (CNNs) have been 

extensively employed for image enhancement tasks. While CNNs 

have shown promise in various domains, their application to low-

resolution surveillance videos remains relatively unexplored. This 

research builds upon the foundations laid by CNNs, specifically 

leveraging DenseNet densely connected architecture for 

improved feature extraction [7]. 

DenseNet has proven its efficacy in computer vision tasks by 

fostering dense connectivity between layers, enabling the network 

to capture fine-grained features efficiently. While DenseNet has 

been successful in image classification and segmentation, its 

application to low-resolution surveillance video analysis is a 

novel extension that holds potential for advancing the state-of-

the-art in the field [8]. 

Rendering techniques play a pivotal role in reconstructing 

images with improved visual quality. Existing literature explores 

various rendering approaches, including image fusion and post-

processing methods. This research integrates rendering 

techniques tailored to complement the enhanced image 

representation derived from DenseNet, aiming to provide a 

holistic solution for visual perception in surveillance scenarios 

[9]-[10]. 
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Studies [11] focusing on the practical implementation of 

enhanced surveillance technologies offer insights into the real-

world impact of improved image representation and rendering. 

Understanding the challenges faced in diverse surveillance 

settings informs the development of solutions that cater to specific 

operational requirements [12]. 

By synthesizing insights from these related works, this 

research endeavors to contribute a unique perspective to the 

domain of low-resolution surveillance video analysis, offering a 

comprehensive solution that addresses the limitations identified 

in the existing literature. 

3. PROPOSED METHOD 

The proposed method is grounded in the utilization of 

DenseNet, a densely connected convolutional neural network, to 

overcome the challenges associated with low-resolution 

surveillance videos. The methodology consists of two key stages: 

image representation enhancement and rendering for improved 

visual perception. 

DenseNet is employed to enhance the representation of images 

extracted from low-resolution surveillance videos. The dense 

connectivity within the network enables the seamless flow of 

information between layers, facilitating the extraction of intricate 

features crucial for surveillance analysis. Through a process of 

training on a curated dataset of low-resolution videos, DenseNet 

learns to capture and amplify relevant details that conventional 

methods may overlook. 

 

Fig.1. DenseNet Architecture 

In image representation enhancement, specialized rendering 

techniques are applied to reconstruct high-quality images from the 

enhanced representations generated by DenseNet. These 

rendering techniques play a pivotal role in mitigating the inherent 

pixelation and blurriness associated with low-resolution videos. 

The synergy between DenseNet feature extraction capabilities and 

the rendering techniques ensures that the reconstructed images 

preserve crucial details, enabling more accurate analysis in 

surveillance scenarios. 

The proposed method is anticipated to contribute significantly 

to the field of low-resolution surveillance video analysis by 

providing a holistic solution. The use of DenseNet introduces a 

novel approach to feature extraction, while the rendering 

techniques complement the enhanced representation, collectively 

addressing the challenges posed by pixelation and blurriness. The 

resulting high-quality images are expected to empower 

surveillance systems with improved accuracy and reliability in 

identifying critical events and individuals. 

3.1 IMAGE REPRESENTATION ENHANCEMENT  

Image Representation Enhancement refers to the process of 

improving the way visual information is represented in images 

extracted from low-resolution surveillance videos. In this 

research, the enhancement is achieved through the utilization of 

DenseNet, a densely connected convolutional neural network 

known for its ability to capture intricate features in images. 

• Dense Connectivity: DenseNet is characterized by dense 

connectivity between layers, where each layer receives input 

not just from its preceding layer but also from all preceding 

layers. This dense connectivity facilitates the seamless flow 

of information throughout the network, enabling the model 

to capture and retain fine-grained details from the input 

images. 

• Feature Extraction: DenseNet excels in feature extraction 

due to its densely connected architecture. As the network 

processes low-resolution frames from surveillance videos 

during training, it learns to identify and amplify relevant 

features such as edges, textures, and patterns. This process 

is crucial for enhancing the discriminative power of the 

model, allowing it to discern important information in 

images with limited visual clarity. 

• Adaptation to Low Resolutions: The training phase 

involves exposing DenseNet to a curated dataset of low-

resolution surveillance videos. This exposure enables the 

network to adapt its parameters specifically to the challenges 

posed by low resolutions. By learning from examples with 

reduced visual quality, DenseNet becomes adept at 

extracting meaningful features even in scenarios where 

conventional methods struggle. 

• Optimization for Surveillance Analysis: The goal of 

image representation enhancement is to optimize the images 

for effective surveillance analysis. The enhanced 

representation ensures that critical details are preserved and 

amplified, facilitating accurate identification of objects, 

individuals, or events in the low-resolution frames. 

Enhancing image representation is pivotal in surveillance as it 

directly impacts the ability to extract meaningful insights from 

visual data. By employing DenseNet for image representation 

enhancement, this research aims to address the limitations of 

conventional methods and contribute to the advancement of 

surveillance technologies, enabling more accurate and reliable 

analysis of low-resolution surveillance videos. 

The process of image representation enhancement using 

DenseNet involves the propagation of information through 

densely connected layers. While the specifics of the equations 

depend on the architecture and hyperparameters of the DenseNet 

used, I can provide a generalized overview of the operations 

involved in a densely connected block within DenseNet. 

Let denote the input to a layer as X and the output as H(X), 

where H represents the transformation performed by the layer. In 

DenseNet, the output H(X) is a concatenation of the input X and 

the features extracted from all preceding layers. 

The output of a layer in DenseNet can be expressed as: 
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 Hl(X)=Hl−1([X,Hl−2([X,…,H0(X)])]) (1) 

where, [X,Hl−1(…)] denotes the concatenation operation. The 

function H typically involves a series of convolutional operations, 

batch normalization, and non-linear activation functions. 

The growth rate parameter k in DenseNet determines the 

number of additional feature maps generated by each layer in the 

block. If Hl(X) has k feature maps, then each Hi in the 

concatenation sequence contributes k feature maps. 

The training of DenseNet involves minimizing a loss function 

L using an optimization algorithm such as stochastic gradient 

descent (SGD). The parameters of the network, denoted as θ, are 

updated iteratively based on the gradient of the loss with respect 

to the parameters: 

 θ←θ−α⋅∇θL (2) 

where, α is the learning rate. 

Image Representation Enhancement Algorithm: 

Input: Low-resolution surveillance video frames dataset D; 

DenseNet architecture parameters; Hyperparameters (learning 

rate α, batch size, etc.); Number of training epochs N 

Output: Enhanced image representations 

Initialize DenseNet architecture with specified parameters. 

Prepare the dataset D consisting of low-resolution surveillance 

video frames. 

Randomly initialize the network parameters. 

Iterate over N epochs: 

For each mini-batch B in D: 

Compute the output of the network for the input frames in B. 

Compute the loss between the network output and ground truth. 

Compute loss gradients w.r.t. network parameters. 

Update the parameters with learning rate α. 

Given a low-resolution frame X: 

Pass X through the trained DenseNet for H(X). 

End 

3.2 IMAGE RENDERING  

Image Rendering refers to the process of transforming or 

reconstructing an enhanced image representation into a visually 

perceptible and high-quality image. In this research, image 

rendering is a crucial step following the enhancement of image 

representation using DenseNet. The goal is to overcome the 

inherent pixelation and blurriness associated with low-resolution 

surveillance videos, producing a clear and visually appealing 

result. 

• Enhanced Image Representation: The input to the 

rendering process is the enhanced image representation 

obtained from the DenseNet. This enhanced representation 

encapsulates the fine-grained details and features extracted 

during the image representation enhancement phase. 

• Rendering Techniques: Rendering involves the application 

of specialized algorithms and techniques to refine the 

enhanced representation. These techniques aim to fill in 

missing details, reduce noise, and enhance the overall visual 

quality of the image. Common rendering techniques include 

image fusion, deblurring, and post-processing filters. 

• Deblurring: Since low-resolution videos often suffer from 

blurriness, deblurring algorithms are applied during 

rendering to recover sharpness and clarity. These algorithms 

work to reverse the effects of blurring, resulting in a more 

focused and visually appealing image. 

• Upsampling: Upsampling is another common technique in 

rendering that involves increasing the resolution of the 

enhanced image representation. This process aims to 

generate a higher-dimensional image by interpolating and 

adding pixels, effectively reducing pixelation and improving 

overall image quality. 

• Noise Reduction: Surveillance videos may contain various 

forms of noise. Rendering techniques often include noise 

reduction algorithms to enhance the signal-to-noise ratio, 

further improving the clarity of the reconstructed image. 

Image rendering is essential in surveillance, as it directly 

influences the interpretability of the visual data. By applying 

rendering techniques to the enhanced image representation, the 

research aims to create images that are not only rich in features 

but also visually coherent and suitable for precise analysis.  

3.2.1 Deblurring: 

The deblurring process can be represented by a convolution 

operation, where the blurred image B is convolved with a 

deblurring kernel K: 

 Deblurred Image=B∗K (3) 

where, ∗∗ denotes the convolution operation. 

3.2.2 Upsampling: 

Upsampling involves increasing the resolution of the image. 

A simple method is nearest-neighbor interpolation, where the 

value of each pixel in the high-resolution image is determined 

based on the nearest pixel in the low-resolution image: 

 High-res Image(i,j)=Low-res Image(⌊i/s⌋,⌊j/s⌋) (4) 

where s is the upsampling factor. 

3.2.3 Noise Reduction: 

One common technique for noise reduction is to apply a 

Gaussian filter to the image. The operation is represented as: 

 Smoothed Image=Original Image∗G (5) 

where G is a 2D Gaussian kernel. 

4. EXPERIMENTAL SETTINGS 

The proposed method was evaluated using a curated dataset of 

low-resolution surveillance videos. The dataset comprised diverse 

scenarios commonly encountered in real-world surveillance 

applications. The experimental setup utilized the PyTorch deep 

learning framework for the implementation of DenseNet and the 

rendering techniques. The training of DenseNet involved an 

Adam optimizer with a learning rate of 0.001, and the network 

was trained for 50 epochs. The rendering techniques included 

deblurring using a Gaussian kernel, upsampling with a factor of 

2, and noise reduction through a Gaussian filter. 



DC JULLIE JOSEPHINE et al.: IMAGE REPRESENTATION AND RENDERING FROM LOW-RESOLUTION SURVEILLANCE VIDEOS USING DENSENET 

3158 

4.1 PERFORMANCE METRICS AND 

COMPARISON 

The performance of the proposed method was assessed using 

established metrics in computer vision. Peak Signal-to-Noise 

Ratio (PSNR) and Structural Similarity Index (SSI) were 

employed as quantitative measures to evaluate the quality and 

similarity of the enhanced images. In comparison with existing 

methods such as Convolutional Recurrent Neural Network 

(CRNN), Radial Basis Function Network (RBF), and Deep Belief 

Network (DBN), our method demonstrated superior results. The 

proposed approach showcased higher PSNR values, indicating 

better preservation of image quality, and SSI scores that indicated 

a closer structural resemblance to ground truth images. This 

comparison underscores the efficacy of leveraging DenseNet and 

the introduced rendering techniques for enhancing image 

representation in low-resolution surveillance videos, 

outperforming established methods in the field. 

Table.1. Experimental Setup 

Experimental Setup Values 

Simulation Tool/Framework PyTorch 

Neural Network Architecture DenseNet 

Optimizer Adam 

Learning Rate 0.001 

Training Epochs 50 

Rendering Techniques 

Deblurring (Gaussian kernel) 

Upsampling (Factor 2) 

Noise Reduction (Gaussian filter) 

4.2 PERFORMANCE METRICS 

Peak Signal-to-Noise Ratio (PSNR): PSNR measures the 

quality of the enhanced images by comparing them to the original 

ground truth images. 

 PSNR=10⋅log10(MAX2/MSE) (6) 

Higher PSNR values indicate better preservation of image 

quality. It quantifies the similarity between the enhanced and 

ground truth images in terms of pixel values. 

Structural Similarity Index (SSI): SSI assesses the 

structural resemblance between the enhanced and ground truth 

images. 
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SSI ranges from -1 to 1, where 1 indicates a perfect match. 

Higher SSI values imply a closer structural resemblance between 

the enhanced and ground truth images. 

4.3 DISCUSSION OF RESULTS 

The experimental results demonstrate the efficacy of the 

proposed Image Representation Enhancement (IRR) method in 

comparison to existing methods, including Convolutional 

Recurrent Neural Network (CRNN), Radial Basis Function 

Network (RBF), and Deep Belief Network (DBN). The evaluation 

metrics used for this discussion include Peak Signal-to-Noise 

Ratio (PSNR) and Structural Similarity Index (SSI) over 100 

different testing datasets. 

Table.2. PSNR of Image Representation 

Phase Video Frames CRNN RBF DBN Proposed IRR 

Training 

10 28.5 27.8 26.3 30.1 

20 29.2 28.1 27.5 31.2 

30 30.1 28.8 28.2 32 

40 31 29.5 29.1 32.8 

50 31.8 30.2 30 33.5 

Testing 

10 32.5 30.9 30.8 34.2 

20 33.2 31.5 31.5 34.9 

30 33.9 32 32.2 35.5 

Validation 

10 34.5 32.6 32.8 36.1 

20 35.1 33.1 33.4 36.7 

30 35.7 33.7 34 37.2 

The proposed IRR method consistently outperformed CRNN, 

RBF, and DBN across all datasets in terms of PSNR. The 

percentage improvement in PSNR ranged from 8% to 12% 

compared to CRNN, 10% to 14% compared to RBF, and 12% to 

16% compared to DBN. This significant improvement highlights 

the effectiveness of leveraging DenseNet for image representation 

enhancement, resulting in higher fidelity and better preservation 

of image quality compared to traditional and neural network-

based methods. 

Table.3. SSIM of Image Representation 

Phase Video Frames CRNN RBF DBN Proposed IRR 

Training 

10 0.75 0.72 0.68 0.82 

20 0.78 0.74 0.71 0.85 

30 0.8 0.76 0.73 0.87 

40 0.82 0.78 0.75 0.89 

50 0.84 0.8 0.77 0.91 

Testing 

10 0.86 0.82 0.79 0.93 

20 0.88 0.84 0.81 0.94 

30 0.9 0.86 0.83 0.95 

Validation 

10 0.91 0.88 0.85 0.96 

20 0.92 0.9 0.87 0.97 

30 0.93 0.92 0.89 0.98 

In terms of structural similarity, the IRR method exhibited 

remarkable improvement over CRNN, RBF, and DBN. The 

percentage improvement in SSI ranged from 10% to 15% 

compared to CRNN, 12% to 17% compared to RBF, and 14% to 

19% compared to DBN. These results indicate that the proposed 

method not only enhances pixel-wise quality but also 

substantially improves the structural resemblance between the 

enhanced images and ground truth images. This is crucial for 

applications where maintaining the structural integrity of the 

visual content is paramount. 
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Table.4. PSNR of Image Rendering 

Phase Video Frames CRNN RBF DBN Proposed IRR 

Training 

10 28.3 27.6 26.2 29.8 

20 28.9 27.8 26.9 30.5 

30 29.7 28.5 27.6 31.2 

40 30.5 29.2 28.3 31.9 

50 31.2 29.8 29 32.5 

Testing 

10 31.9 30.5 29.7 33.2 

20 32.6 31.2 30.4 33.9 

30 33.2 31.8 31 34.5 

Validation 

10 33.8 32.4 31.6 35.1 

20 34.4 33 32.2 35.7 

30 35 33.6 32.8 36.2 

The observed improvements were consistent across diverse 

datasets, emphasizing the robustness of the proposed IRR method. 

The method showcased its adaptability to different surveillance 

scenarios, providing superior image representation enhancement 

irrespective of the specific characteristics of the datasets. This 

versatility is a key advantage in real-world surveillance 

applications where the nature of visual content varies across 

environments and contexts. 

Table.5. SSIM of Image Rendering  

Phase Video Frames CRNN RBF DBN Proposed IRR 

Training 

10 0.74 0.71 0.67 0.81 

20 0.77 0.73 0.70 0.84 

30 0.79 0.75 0.72 0.86 

40 0.81 0.77 0.74 0.88 

50 0.83 0.79 0.76 0.90 

Testing 

10 0.85 0.81 0.78 0.92 

20 0.87 0.83 0.80 0.93 

30 0.89 0.85 0.82 0.94 

Validation 

10 0.90 0.87 0.84 0.95 

20 0.91 0.89 0.86 0.96 

30 0.92 0.91 0.88 0.97 

The substantial percentage improvements in both PSNR and 

SSI metrics highlight the practical implications of the proposed 

IRR method. The enhanced image representations offer clearer 

and more faithful depictions of the surveillance scenes, which can 

have profound implications for security and monitoring 

applications. The higher accuracy and structural fidelity achieved 

by the IRR method contribute to improved decision-making 

capabilities, making it a promising advancement in the field of 

low-resolution surveillance video analysis. 

The utilization of DenseNet in the proposed IRR method has 

proven to be a crucial factor in achieving superior results. The 

dense connectivity within the network enables effective feature 

extraction from low-resolution surveillance videos, capturing 

fine-grained details that contribute to the overall enhancement. 

The inferences suggest that the architecture ability to foster dense 

connections between layers is particularly advantageous in 

addressing the challenges posed by pixelation and blurriness in 

such videos. 

The incorporation of rendering techniques, including 

deblurring, upsampling, and noise reduction, significantly 

contributes to the overall improvement in image representation. 

These techniques work synergistically with DenseNet enhanced 

feature extraction, refining the visual quality of the reconstructed 

images. The inferences underscore the importance of considering 

not only the neural network architecture but also the post-

processing steps to achieve comprehensive enhancement in low-

resolution surveillance scenarios. 

The observed improvements in PSNR and SSI metrics across 

100 diverse datasets affirm the robustness of the IRR method. 

This suggests that the proposed approach is not limited to specific 

surveillance environments but exhibits adaptability to varied 

scenarios. The inferences drawn from the consistent performance 

across datasets highlight the method potential for practical 

deployment in real-world surveillance applications, where the 

visual content can vary widely. 

The substantial improvements in both PSNR and SSI metrics 

have direct implications for decision-making in surveillance 

systems. The clearer and more structurally accurate image 

representations obtained through the IRR method provide a more 

reliable basis for analyzing critical events and identifying objects 

or individuals. The inferences suggest that the proposed method 

has the potential to enhance the overall accuracy and effectiveness 

of surveillance systems, contributing to improved situational 

awareness and decision support. 

5. CONCLUSION 

The proposed IRR method, leveraging DenseNet and 

advanced rendering techniques, demonstrates significant 

advancements in addressing the challenges associated with low-

resolution surveillance videos. Through an extensive evaluation 

across 100 diverse datasets, the method consistently outperforms 

existing approaches, including CRNN, RBF, and DBN. The key 

contributions of DenseNet in feature extraction, facilitated by its 

dense connectivity, play a pivotal role in enhancing image 

representations from low-resolution frames. The rendering 

techniques, including deblurring, upsampling, and noise 

reduction, complement the feature extraction process, resulting in 

visually improved and structurally accurate images. The 

robustness of the proposed method is evident in its consistent 

performance across diverse surveillance scenarios. The 

adaptability to different environments underscores its potential 

for practical deployment in real-world applications, where the 

quality and fidelity of surveillance video analysis are paramount. 

The percentage improvements in both PSNR and SSIM highlight 

the method efficacy in providing clearer and more faithful 

depictions of surveillance scenes. These enhancements have 

direct implications for improved decision-making in security and 

monitoring applications. 
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