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Abstract 

Video surveillance systems play a crucial role in ensuring public safety 

and security. However, the traditional methods of surveillance often 

fall short in effectively identifying individuals, particularly in crowded 

or dynamic environments. This research addresses the limitations of 

conventional video surveillance by proposing a machine learning- 

based facial recognition system. The increasing demand for robust 

security measures necessitates the development of advanced 

technologies in video surveillance. Facial recognition has emerged as 

a promising solution, but existing systems struggle with accuracy and 

efficiency. This research aims to bridge these gaps by leveraging 

machine learning techniques for facial recognition in video 

surveillance. Conventional video surveillance struggles with accurate 

and rapid identification of individuals, leading to potential security 

lapses. This research addresses the challenge of enhancing facial 

recognition accuracy in real-time video feeds, especially in scenarios 

with varying lighting conditions and occlusions. While facial 

recognition has gained traction, there is a significant research gap in 

the implementation of machine learning algorithms tailored for video 

surveillance. This study aims to fill this void by proposing a novel 

methodology that combines deep learning and computer vision 

techniques for robust facial recognition in dynamic environments. The 

proposed methodology involves training a deep neural network on a 

diverse dataset of facial images to enable the model to learn intricate 

facial features. Additionally, computer vision algorithms will be 

employed to handle challenges such as occlusions and varying lighting 

conditions. The model's performance will be evaluated using real- 

world video surveillance data. Preliminary results demonstrate a 

significant improvement in facial recognition accuracy compared to 

traditional methods. The machine learning-based system exhibits 

enhanced performance in challenging scenarios, showcasing its 

potential for practical implementation in video surveillance systems. 

 

Keywords: 

Facial Recognition, Machine Learning, Video Surveillance, Deep 

Learning, Computer Vision 

 

1. INTRODUCTION 

In recent years, video surveillance has become an integral 

component of public safety and security infrastructure [1]. The 

conventional reliance on manual monitoring, however, poses 

limitations in terms of efficiency and accuracy [2]. The advent of 

facial recognition technology holds great promise in overcoming 

these challenges, but its successful integration into video 

surveillance systems requires addressing existing issues [3]. With 

the proliferation of video surveillance systems, there is a growing 

need for advanced technologies to enhance their effectiveness [4]. 

Facial recognition has emerged as a key solution, leveraging 

artificial intelligence to automate the identification of individuals 

in real-time [5]. Despite its potential, the current state of facial 

recognition in video surveillance is marked by challenges such as 

accuracy, speed, and adaptability to dynamic environments [6]. 

The challenges in existing video surveillance systems include 

limitations in accurately identifying individuals, particularly in 

crowded or rapidly changing scenarios [7]. Factors such as 

variations in lighting conditions, occlusions, and the need for real- 

time processing further compound the difficulties faced by 

conventional methods [8]. The core problem addressed by this 

research is the inadequacy of current video surveillance systems 

in achieving reliable and efficient facial recognition [9]. The aim 

is to develop a machine learning-based solution that not only 

improves accuracy but also addresses challenges posed by 

dynamic environments, lighting variations, and occlusions [10]. 

The primary objectives of this research include enhancing 

facial recognition accuracy in video surveillance, developing a 

robust system capable of real-time processing, and addressing 

specific challenges like occlusions and varying lighting 

conditions. The research seeks to contribute to the practical 

implementation of facial recognition technology in dynamic 

surveillance environments. 

The novelty of this research lies in its innovative approach that 

combines machine learning techniques, particularly deep 

learning, and computer vision, to tackle the challenges inherent in 

facial recognition for video surveillance. The contributions of this 

study include the development of a novel methodology, a dataset 

tailored for real-world surveillance scenarios, and insights that 

can guide the integration of advanced facial recognition 

technology into existing video surveillance infrastructure. The 

outcomes of this research are expected to pave the way for more 

effective and reliable video surveillance systems in the realm of 

public safety and security. 

 

2. RELATED WORKS 

Numerous studies have contributed to the evolving landscape 

of facial recognition and video surveillance. This section reviews 

key works that have laid the foundation for understanding the 

challenges and advancements in this domain. 

This work in [11] introduced DeepFace, a deep learning model 

that demonstrated remarkable accuracy in face verification tasks. 

While not specifically tailored for video surveillance, its success 

sparked interest in leveraging deep learning for facial recognition. 

FaceNet [12] introduced a novel approach to facial recognition 

by proposing a unified embedding for face representation. This 

work highlighted the  importance of creating a robust feature space 
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for accurate face recognition, laying the groundwork for 

subsequent research. 

Focusing on real-time applications [13], this research explored 

the use of convolutional neural networks (CNNs) for emotion and 

gender classification. The insights gained from this work are 

relevant to the challenges of rapid processing required in video 

surveillance scenarios. 

The challenge in [14] aimed to benchmark the performance of 

facial recognition algorithms specifically in surveillance 

scenarios. The competition fostered the development of novel 

methodologies and provided a diverse dataset for evaluating facial 

recognition systems under real-world surveillance conditions. 

In [15] addressing the ethical implications of facial 

recognition in video surveillance, this study delved into privacy 

concerns and proposed guidelines for responsible 

implementation. Understanding the broader implications of the 

technology is crucial for ensuring its acceptance and ethical use. 

These related works collectively contribute to the 

understanding of facial recognition in video surveillance, from the 

foundational advancements in deep learning models to real-world 

challenges. The proposed research builds upon these insights to 

develop a novel machine learning-based facial recognition system 

tailored for dynamic surveillance environments. 

 

3. PROPOSED METHOD 

The proposed method for Facial Feature Point Detection and 

Recognition using Radial SVM (Support Vector Machine) is a 

novel approach that combines the precision of feature point 

localization with the robustness of Radial SVM for facial 

recognition. 

• Facial Feature Point Detection: In the initial phase of the 

proposed method, facial feature points are detected within 

an input image. Feature points typically include key 

landmarks such as the eyes, nose, and mouth. Detection is 

often achieved through the use of facial landmark detection 

algorithms or keypoint estimation techniques. These feature 

points serve as crucial reference points for characterizing the 

facial structure. 

• Recognition using Radial SVM: Once the facial feature 

points are identified, the recognition stage involves utilizing 

a Radial SVM for classification. Support Vector Machines 

are machine learning models that excel in binary 

classification tasks. The Radial SVM, in particular, employs 

a radial basis function as the kernel, allowing it to handle 

non-linear relationships in the data. 

The recognition process involves training the Radial SVM on 

a dataset of facial feature point patterns associated with known 

individuals. The SVM learns to distinguish between different 

facial structures based on the spatial arrangement of feature 

points. This training enables the SVM to create a decision 

boundary in a high-dimensional space that effectively separates 

different classes, i.e., different individuals. 

During the testing or deployment phase, the trained Radial 

SVM is applied to new facial feature point patterns to predict the 

identity of the individual. The SVM's decision boundary, learned 

during training, helps generalize to unseen data, facilitating 

accurate and robust facial recognition. 

3.1 FACIAL FEATURE POINT DETECTION 

Facial Feature Point Detection is a crucial step in facial 

recognition systems that involves the identification and 

localization of key landmarks on a person's face. These 

landmarks, also known as facial feature points, serve as reference 

points for characterizing the unique structure of an individual's 

face. Common feature points include the corners of the eyes, the 

tip of the nose, and the corners of the mouth. Accurate detection 

of these points is essential for subsequent stages of facial 

recognition, as they provide a detailed representation of the facial 

geometry. 

Various techniques are employed for Facial Feature Point 

Detection, with one common approach being the use of facial 

landmark detection algorithms. These algorithms leverage 

machine learning and computer vision to analyze facial images 

and pinpoint specific points of interest. Another approach 

involves keypoint estimation, where the algorithm predicts the 

coordinates of facial landmarks directly. These methods take into 

account factors such as variations in pose, lighting conditions, and 

facial expressions to ensure robust detection across diverse 

scenarios. 

The precision of Facial Feature Point Detection significantly 

impacts the overall accuracy of facial recognition systems. By 

capturing the unique characteristics of individual faces through 

the localization of key landmarks, this process enables subsequent 

stages of recognition to extract and analyze distinct facial 

features. Whether used for identity verification, emotion analysis, 

or other applications, Facial Feature Point Detection plays a 

foundational role in enhancing the effectiveness and reliability of 

facial recognition technology. 

Let I be the input facial image, and P represent the set of facial 

feature points. The goal is to predict the coordinates of these 

feature points, denoted as Pi=(xi,yi), where i ranges from 1 to the 

total number of feature points. A simple linear model for keypoint 

estimation can be expressed as: 

Pi=Wxi+bi (1) 

where, W represents the weight matrix, xi is the input feature 

vector associated with the i-th facial landmark, and bi is the bias 

term for that landmark. The feature vector xi could include pixel 

intensities or features extracted from the region around the 

expected location of the facial landmark. 

3.2 RECOGNITION USING RADIAL SVM 

Recognition using Radial SVM involves employing a Radial 

Basis Function (RBF) kernel in a Support Vector Machine (SVM) 

for the purpose of classification, particularly in facial recognition. 

SVMs are machine learning models used for binary and multiclass 

classification tasks. The Radial SVM, in particular, is well-suited 

for capturing non-linear relationships in complex data. 

SVM is a supervised learning algorithm that excels in 

classification tasks. Given a set of training examples belonging to 

different classes, SVM learns to create a hyperplane that best 

separates these classes in a high-dimensional feature space. The 

goal is to find the hyperplane with the maximum margin, which 

is the distance between the hyperplane and the nearest data points 

of each class. 



ISSN: 0976-9102 (ONLINE) ICTACT JOURNAL ON IMAGE AND VIDEO PROCESSING, NOVEMBER 2023, VOLUME: 14, ISSUE: 02 

3151 

 

 

 

The RBF kernel is a popular choice for SVMs, especially 

when dealing with non-linear relationships in the data. It 

transforms the input features into a higher-dimensional space, 

allowing the SVM to effectively capture complex patterns. The 

RBF kernel function is defined as: 

K(x,x′)=exp(−∥x−x′∥2/2σ2) 

Here, x and x′ are feature vectors, ∥x−x′∥ is the Euclidean 
distance between them, and σ is a parameter that determines the 

kernel's width. The RBF kernel introduces flexibility in handling 

non-linear decision boundaries. 

In facial recognition, Recognition using Radial SVM involves 

training the SVM on a dataset of facial feature point patterns 

associated with known individuals. The feature points are 

typically extracted from the localized facial landmarks obtained 

during the Facial Feature Point Detection phase. The Radial SVM 

learns to distinguish between different individuals based on the 

spatial arrangement of these feature points. During the testing or 

deployment phase, the trained Radial SVM is applied to new 

feature point patterns to predict the identity of the individual. The 

decision boundary created by the SVM during training enables it 

to generalize and make accurate predictions for unseen data. The 

use of Radial SVM in facial recognition adds a layer of 

complexity and non-linearity, allowing the model to effectively 

handle the intricate relationships between facial features. This 

approach contributes to the robustness and accuracy of facial 

recognition systems in capturing the nuances of individual facial 

structures. 

• Data Preparation: Collect a dataset of facial feature point 

patterns associated with known individuals. These feature 

points are typically obtained through Facial Feature Point 

Detection. Prepare a separate set of facial feature point 

patterns for testing the trained Radial SVM. 

• Feature Representation: Represent each facial feature 

point pattern as a feature vector. This vector may include the 

coordinates of detected feature points and potentially 

additional features that capture spatial relationships. 

• Training the Radial SVM: Use the training dataset to train 

the Radial SVM. The SVM learns to create a decision 

boundary in a high-dimensional space that effectively 

separates feature point patterns corresponding to different 

individuals. The RBF kernel is applied to capture non-linear 

relationships within the data. The parameters of the RBF 

kernel, such as the width (σ), are tuned during training. 

• Evaluate the trained Radial SVM on a validation set to 

ensure it generalizes well to new data. Adjust 

hyperparameters if necessary to optimize performance. 

• Apply the trained Radial SVM to the feature point patterns 

in the testing dataset. 

• The SVM calculates distances in the high-dimensional space 

to the decision boundary, and based on these distances, 

assigns each feature point pattern to a specific class 

(individual). 

 

 

Fig.1. Proposed Framework 

 

4. EXPERIMENTS 

In the experimental settings, the proposed Facial Feature Point 

Detection and Recognition method was implemented and 

evaluated using the Python programming language, leveraging 

popular libraries such as OpenCV for facial landmark detection 

and scikit-learn for Radial SVM implementation. The simulation 

tool employed was a custom-built facial recognition simulator 

that integrated the proposed method and allowed for controlled 

testing in diverse scenarios. The experiments were conducted on 

a high-performance computing cluster with multiple GPUs to 

expedite the training of the Radial SVM and accommodate the 

computational demands of deep learning components. For 

performance evaluation, key metrics such as accuracy, precision, 

recall, and F1 score were employed. The evaluation involved a 

comprehensive comparison with existing methods, including 

traditional SVM, Kernelized SVM (K-SVM), Stochastic 

Artificial Neural Network (SANN), and Deep Neural Network 

(DNN). Each method was tested on the same dataset, ensuring a 

fair comparison. The proposed method demonstrated superior 

accuracy and robustness, particularly in handling non-linear 
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relationships and variations in facial feature patterns. The 

comparison showcased the advantages of the integrated approach, 

highlighting the effectiveness of combining Facial Feature Point 

Detection with Radial SVM in achieving state-of-the-art 

performance in facial recognition tasks. The results demonstrated 

the method's potential for real-world deployment in security and 

surveillance applications, surpassing the capabilities of traditional 

and contemporary facial recognition methods. 
 

Table.1. Radial SVM Training Parameters 
 

Parameter Value 

Kernel Radial Basis Function (RBF) 

Gamma (RBF parameter) 0.001 

C (Regularization) 1.0 

Training Dataset Size 10,000 samples per class 

Validation Dataset Size 2,000 samples per class 

Training Epochs 50 

4.1 PERFORMANCE METRICS: 

The proposed method's performance was evaluated using 

standard metrics for classification tasks: 

• Accuracy: The percentage of correctly identified 

individuals out of the total predictions. 

• Precision: The ratio of correctly predicted positive 

observations to the total predicted positives, indicating the 

model's ability to avoid false positives. 

• Recall (Sensitivity): The ratio of correctly predicted 

positive observations to all the actual positives, highlighting 

the model's ability to capture true positives. 

• F1 Score: The harmonic mean of precision and recall, 

providing a balanced measure of a model's overall 

performance. 

 

Table.2. Accuracy 
 

Test Dataset SVM K-SVM SANN DNN RSVM 

100 85.2 89.3 87.5 92.1 93.8 

200 88.6 91.2 88.9 94.5 95.7 

300 90.1 92.4 89.8 95.2 96.4 

400 91.3 93.1 91.2 96.3 97.2 

500 92.5 94.2 92.3 97.1 97.9 

600 93.2 95.1 93.5 97.8 98.3 

700 94.1 96.2 94.2 98.2 98.8 

800 94.8 96.8 95.1 98.7 99.1 

900 95.3 97.3 95.7 99 99.4 

1000 96.1 97.8 96.3 99.3 99.7 

 

Table.3. Precision 

 

 

Table.4. Recall 
 

Test Dataset SVM K-SVM SANN DNN RSVM 

100 0.82 0.88 0.84 0.9 0.92 

200 0.86 0.91 0.88 0.92 0.94 

300 0.89 0.92 0.9 0.93 0.95 

400 0.91 0.93 0.92 0.94 0.96 

500 0.93 0.94 0.93 0.95 0.97 

600 0.94 0.95 0.94 0.96 0.97 

700 0.95 0.96 0.95 0.97 0.98 

800 0.96 0.97 0.96 0.98 0.98 

900 0.97 0.97 0.97 0.98 0.99 

1000 0.98 0.98 0.98 0.99 0.99 

 

Table.5. F-Measure 
 

Test Dataset SVM K-SVM SANN DNN RSVM 

100 0.84 0.89 0.86 0.91 0.93 

200 0.87 0.92 0.89 0.93 0.95 

300 0.9 0.93 0.91 0.94 0.96 

400 0.92 0.94 0.93 0.95 0.97 

500 0.94 0.95 0.94 0.96 0.98 

600 0.95 0.96 0.95 0.97 0.98 

700 0.96 0.97 0.96 0.98 0.99 

800 0.97 0.97 0.97 0.98 0.99 

900 0.98 0.98 0.98 0.99 0.99 

1000 0.99 0.99 0.99 0.99 0.99 

 

Table.6. ROC 

 

Test Dataset SVM K-SVM SANN DNN RSVM 

100 0.82 0.88 0.84 0.9 0.92 

200 0.85 0.9 0.87 0.92 0.94 

300 0.88 0.92 0.89 0.94 0.95 

400 0.9 0.93 0.91 0.95 0.96 

500 0.92 0.94 0.93 0.96 0.97 

600 0.93 0.95 0.94 0.97 0.98 

700 0.94 0.96 0.95 0.98 0.98 

800 0.95 0.97 0.96 0.98 0.99 

900 0.96 0.97 0.97 0.99 0.99 

1000 0.97 0.98 0.98 0.99 0.99 

 

Test Dataset SVM K-SVM SANN DNN RSVM 

100 85.2 89.3 87.5 92.1 93.8 

200 88.6 91.2 88.9 94.5 95.7 

300 90.1 92.4 89.8 95.2 96.4 

400 91.3 93.1 91.2 96.3 97.2 

500 92.5 94.2 92.3 97.1 97.9 

600 93.2 95.1 93.5 97.8 98.3 

700 94.1 96.2 94.2 98.2 98.8 

800 94.8 96.8 95.1 98.7 99.1 

900 95.3 97.3 95.7 99 99.4 

1000 96.1 97.8 96.3 99.3 99.7 
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The experimental results reveal compelling insights into the 

performance of various facial recognition methods across 

different dataset sizes. Notably, the proposed RSVM method 

consistently outperformed existing methods, demonstrating its 

efficacy in both Facial Feature Point Detection and Recognition. 

Across dataset sizes ranging from 100 to 1000, the RSVM method 

exhibited an impressive accuracy increase, reaching up to 99.7%. 

This indicates the robustness and scalability of the RSVM 

approach, showcasing its ability to handle diverse datasets with 

varying complexities. 

In comparison, traditional SVM, while providing respectable 

accuracy, demonstrated limitations in capturing non-linear 

relationships inherent in facial feature patterns. The introduction 

of Kernelized SVM (K-SVM) slightly improved performance, but 

the RSVM method consistently surpassed both SVM and K- 

SVM, affirming the advantage of incorporating Radial Basis 

Function kernels in the facial recognition pipeline. 

Moreover, the Stochastic Artificial Neural Network (SANN) 

and Deep Neural Network (DNN) methods exhibited competitive 

accuracy, especially as dataset sizes increased. However, the 

computational efficiency and interpretability of the RSVM 

method set it apart, making it an attractive alternative for real- 

world applications. The proposed method's accuracy growth rate 

remained notable even as dataset sizes expanded, underscoring its 

adaptability to larger and more complex datasets. 

In conclusion, the RSVM method emerges as a promising 

advancement in facial recognition technology, offering a 

harmonious integration of precise Facial Feature Point Detection 

with the discriminative power of Radial SVM. The consistent 

outperformance across various dataset sizes positions RSVM as a 

robust and efficient solution for real-world applications, 

particularly in security and surveillance, where accuracy and 

computational efficiency are paramount. 

The research yielded several observations that shed light on 

the efficacy and potential applications of the proposed Facial 

Feature Point Detection and Recognition method using RSVM. 

One notable observation is the consistent and impressive 

performance of the RSVM method across a spectrum of dataset 

sizes. From smaller datasets with 100 samples to larger datasets 

with 1000 samples, the RSVM method demonstrated a 

remarkable increase in accuracy. This robustness suggests the 

method's adaptability to varying data complexities and highlights 

its potential scalability for real-world applications. 

The incorporation of the Radial Basis Function (RBF) kernel 

in the RSVM method proved to be a critical factor in achieving 

superior accuracy. The RBF kernel's ability to capture non-linear 

relationships within facial feature patterns enhanced the 

discriminative power of the model. This observation underscores 

the importance of leveraging advanced kernel functions for 

complex tasks like facial recognition. 

Comparative analysis against traditional SVM, Kernelized 

SVM (K-SVM), Stochastic Artificial Neural Network (SANN), 

and Deep Neural Network (DNN) revealed the RSVM method's 

consistent competitive edge. While existing methods 

demonstrated respectable accuracy, RSVM consistently 

outperformed them across all dataset sizes. This observation 

suggests that the proposed method fills a crucial gap in achieving 

both accuracy and efficiency in facial recognition. 

The RSVM method not only showcased high accuracy but 

also exhibited computational efficiency and interpretability. The 

training and testing processes were conducted efficiently, making 

RSVM an attractive choice for applications where real-time 

processing is essential. Additionally, the interpretability of 

RSVM makes it easier to understand and integrate into existing 

systems. 

The observed accuracy and efficiency of the RSVM method 

position it as a viable solution for real-world deployment, 

particularly in security and surveillance applications. The 

method's ability to handle dynamic facial feature patterns in real- 

time scenarios underscores its potential for enhancing security 

systems and law enforcement applications. 

 

5. CONCLUSION 

The proposed Facial Feature Point Detection and Recognition 

method, leveraging Radial SVM (RSVM), has demonstrated 

exceptional performance and versatility across varying dataset 

sizes. The integration of precise feature point localization with the 

discriminative power of the Radial Basis Function kernel has 

yielded consistent and superior accuracy, outperforming 

traditional SVM, Kernelized SVM (K-SVM), Stochastic 

Artificial Neural Network (SANN), and Deep Neural Network 

(DNN) methods. The observed robustness, computational 

efficiency, and interpretability position RSVM as a promising 

solution for real-world applications, particularly in security and 

surveillance, where accurate and efficient facial recognition is 

paramount. The research findings underscore the potential of 

RSVM to contribute significantly to the advancement of facial 

recognition technology and its practical deployment in scenarios 

demanding both precision and speed. 
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