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Abstract 

This research paper introduces a novel approach for the classification 

of dementia disease using Rotation Forests based on Deep 

Convolutional Generative Adversarial Networks (DCGAN). Dementia 

is a significant cognitive disorder prevalent among the elderly 

population, demanding accurate and early diagnosis for effective 

intervention. Traditional methods often rely on manual feature 

extraction and shallow learning, which may lack the ability to capture 

intricate patterns in complex medical data. In this study, we propose a 

fusion of Rotation Forests, a robust ensemble learning technique, with 

DCGAN, a deep learning model recognized for its feature extraction 

capabilities. The Rotation Forests enhance the diversity of the base 

classifiers, while DCGAN learns meaningful features from raw 

medical imaging data. We validate the proposed approach on a 

comprehensive dataset and compare its performance against existing 

methods. The experimental results demonstrate the effectiveness of the 

Rotation Forests based on DCGAN approach in accurately classifying 

dementia diseases, showcasing its potential as a valuable tool in 

medical diagnosis. 
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1. INTRODUCTION 

Dementia is a progressive cognitive disorder characterized by 

a decline in memory, thinking, and reasoning abilities, often 

impacting the daily functioning of affected individuals. With the 

aging global population, dementia has become a significant public 

health concern, necessitating accurate and timely diagnosis for 

appropriate care and management [1]. Traditional diagnostic 

approaches often involve manual assessment of clinical 

symptoms and basic cognitive tests, which can be subjective and 

lack sensitivity in detecting early-stage dementia [2]. Therefore, 

there is a growing interest in leveraging advanced technologies 

such as machine learning and deep learning to improve the 

accuracy and efficiency of dementia classification [3]. 

In recent years, machine learning techniques have shown 

promise in aiding medical diagnosis by analyzing complex data 

patterns that may not be easily discernible by human clinicians 

[4]. Convolutional Neural Networks (CNNs) have demonstrated 

remarkable success in image analysis tasks, while Generative 

Adversarial Networks (GANs) have shown their potential in 

generating realistic data samples [5]. Deep Convolutional 

Generative Adversarial Networks (DCGANs) combine these 

strengths by simultaneously training a generator to produce 

realistic data samples and a discriminator to distinguish between 

real and generated samples. 

Despite the progress made in utilizing machine learning for 

medical diagnosis, dementia classification remains a challenging 

task. Medical imaging data, such as brain scans, are inherently 

complex and high-dimensional, often containing subtle features 

indicative of the disease. Additionally, the scarcity of labeled data 

and the potential class imbalance further complicate the 

development of accurate classification models. Addressing these 

challenges requires innovative approaches that can capture both 

global and local patterns in the data, handle limited labeled 

samples, and provide robust performance [6]. 

The primary focus of this research is to develop an effective 

classification approach for dementia disease using Rotation 

Forests based on DCGAN-generated features. The aim is to create 

a model that can automatically learn and extract relevant features 

from raw medical imaging data, enabling accurate differentiation 

between different stages of dementia. To investigate the 

integration of Rotation Forests with DCGAN-generated features 

for dementia classification. To enhance the classification 

accuracy and robustness by leveraging the diverse ensemble 

capabilities of Rotation Forests. To develop a model capable of 

handling limited labeled data by leveraging the feature extraction 

abilities of DCGANs. To compare the proposed approach with 

existing methods in terms of classification performance and 

generalization. 

The novelty of this research lies in the synergistic fusion of 

Rotation Forests, an ensemble learning technique, with DCGAN-

generated features for dementia classification. While DCGANs 

can learn meaningful representations from raw medical imaging 

data, Rotation Forests provide an ensemble framework that boosts 

classification performance by introducing rotation-based 

diversity among base classifiers. The contributions of this study 

include: The introduction of a hybrid approach that leverages the 

strengths of both Rotation Forests and DCGANs for improved 

dementia classification. A comprehensive experimental 

evaluation on a diverse dataset, demonstrating the effectiveness 

of the proposed approach compared to existing methods. The 

provision of insights into the potential of machine learning models 

in aiding medical diagnosis and their role in addressing challenges 

posed by limited labeled data and complex medical images. 

2. RELATED WORKS  

Several studies have explored the application of machine 

learning and deep learning techniques to dementia classification 

using medical imaging data. These works provide valuable 

insights into different approaches and methodologies employed in 

the field. 
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The ADNI project has been pivotal in advancing dementia 

classification research. Multiple studies have utilized ADNI 

dataset to develop classification models based on various machine 

learning techniques, including support vector machines (SVMs), 

random forests, and deep neural networks. These studies often 

focus on classifying patients from healthy controls or 

differentiating between different stages of the disease [7]. 

CNNs have been extensively employed for dementia 

classification tasks due to their ability to capture spatial features 

from medical images effectively. Researchers have developed 

CNN-based models that take raw brain MRI scans as input and 

classify patients into different dementia categories. Transfer 

learning techniques, such as using pre-trained CNNs, is explored 

to mitigate the limitations of small medical datasets [8]. 

GANs have gained attention for their data generation and 

representation learning capabilities. Some studies have used 

GANs to augment the training data by generating synthetic 

medical images, thereby addressing the issue of limited labeled 

samples. Conditional GANs is employed to generate images 

specific to certain dementia stages, aiding in data diversity [9]. 

Ensemble methods, such as random forests and boosting, have 

been applied to dementia classification tasks to improve model 

performance and generalization. These methods combine 

predictions from multiple base classifiers, enhancing 

classification accuracy and robustness. Rotation Forests, a 

variation of random forests that introduces diversity through data 

rotation, have shown promise in medical imaging classification 

tasks. 

Some recent works have proposed hybrid approaches that 

combine the strengths of different models. For instance, 

integrating CNNs and traditional machine learning algorithms to 

create multi-modal models that leverage both structural and 

functional imaging data. Such hybrid models aim to capture a 

broader range of features and patterns. Transfer learning has been 

explored as a means to leverage pre-trained models on general 

image datasets and fine-tune them for dementia classification. 

This approach allows models to learn relevant features from large 

datasets before adapting to the medical imaging data, where 

labeled samples are limited. 

Several studies have focused on identifying the most 

informative features from medical images, either through manual 

feature engineering or automated feature selection techniques. 

Feature extraction methods such as Principal Component 

Analysis (PCA) and Independent Component Analysis (ICA) 

have also been investigated to reduce dimensionality and enhance 

model interpretability. The field of dementia classification using 

medical imaging data has witnessed a wide range of approaches, 

including CNNs, GANs, ensemble methods, hybrid models, and 

feature selection/extraction techniques. These studies collectively 

contribute to advancing the accuracy, efficiency, and reliability of 

dementia diagnosis, demonstrating the potential of machine 

learning and deep learning in the healthcare domain. 

3. PROPOSED METHOD 

The proposed method in this research combines Rotation 

Forests, an ensemble learning technique, with Deep 

Convolutional Generative Adversarial Networks (DCGANs) for 

the classification of dementia diseases using medical imaging 

data. 

3.1 DCGAN 

DCGANs consist of two main components: a generator and a 

discriminator. The generator learns to generate realistic medical 

images that resemble the input data distribution, while the 

discriminator learns to distinguish between real medical images 

and those generated by the generator. During training, the 

generator and discriminator engage in a competitive process, 

where the generator aims to produce images that are 

indistinguishable from real ones, and the discriminator strives to 

accurately identify real and fake images. Through this process, 

DCGANs learn to capture meaningful features from raw medical 

images without requiring explicit feature engineering. 

The generator in a DCGAN aims to transform a random noise 

vector (z) into a synthetic image G(z)). It learns to create images 

that resemble the real data distribution by learning from the 

training data. The generator is typically implemented using 

convolutional layers to capture spatial features. Mathematically, 

the generator function can be represented as: 

 G:z→G(z) (1) 

where: 

z is a random noise vector. 

G(z) is the generated image. 

The discriminator is a binary classifier that evaluates whether 

an input image is real (x) or fake G(z)). It aims to distinguish 

between real and generated images. The discriminator function 

can be represented as: 

 D:x→D(x) (2) 

where: 

x is the input image. 

D(x) is the discriminator output, indicating the probability that x 

is a real image. 

The training of a DCGAN involves optimizing both the 

generator and discriminator iteratively in a competitive process. 

This process is driven by the minimax game between the two 

networks. The generator objective is to fool the discriminator into 

classifying its generated images as real. This can be formulated as 

the generator loss function: 

 Lgen = −∑log(D(G(zi))) (3) 

where: 

m is the batch size. 

zi is the ith noise vector. 

D(G(zi)) is the discriminator output when evaluating the 

generated image G(zi). 

The discriminator objective is to correctly distinguish between 

real and fake images. Its loss function is composed of two parts: 

 Lreal = −∑ilog(D(xi)) (4) 

 Lfake =−∑ilog(1−D(G(zi))) (5) 

The total discriminator loss is the sum of the real and fake 

losses: 

 Ldisc = Lreal + Lfake (6) 
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The overall optimization process aims to find a balance 

between the generator and discriminator, where the generator 

becomes skilled at producing realistic images while the 

discriminator becomes proficient at distinguishing between real 

and fake images. As training progresses, the generator ability to 

generate more realistic images improves, and the discriminator 

ability to distinguish between real and fake images becomes more 

refined. Ideally, this process converges to a point where the 

generated images are nearly indistinguishable from real images, 

and the discriminator accuracy approaches 0.5 (indicating random 

guessing). 

3.2 ROTATION FORESTS 

Rotation Forests are an ensemble learning technique that 

enhances the diversity among base classifiers by applying data 

rotation transformations before building individual classifiers. 

Each base classifier in the ensemble is trained on a different 

rotated version of the dataset, leading to a more diverse set of 

classifiers that can collectively make more accurate predictions. 

This technique is particularly useful when dealing with complex 

and high-dimensional data like medical images. 

The proposed method combines the feature extraction 

capabilities of DCGANs with the diversity-enhancing 

characteristics of Rotation Forests. This hybrid approach aims to 

improve the accuracy and robustness of dementia classification 

by leveraging the strengths of both techniques. The DCGAN-

generated features capture intricate patterns in medical images, 

while the ensemble of Rotation Forests ensures that the 

classification decision benefits from the diversity introduced by 

rotated datasets. This innovative approach contributes to 

advancing the field of medical image analysis and offers a 

promising solution for accurate dementia disease classification 

even with limited labeled data. 

Rotation Forests are an ensemble learning technique that 

enhances the diversity of base classifiers by applying data rotation 

transformations before training individual classifiers. This 

diversity improves the ensemble overall performance by reducing 

overfitting and capturing different aspects of the data distribution. 

A rotation transformation involves rotating the original feature 

space to create new transformed feature spaces. This 

transformation is achieved using a rotation matrix (R) that rotates 

the data points in the original feature space to a new space. The 

transformed features (X′) are given by: 

 X′=XR (6) 

where: 

X is the original feature matrix. 

X′ is the transformed feature matrix. 

R is the rotation matrix. 

Rotation Forests create an ensemble of base classifiers, each 

trained on a different rotated version of the dataset. This ensemble 

approach introduces diversity among the base classifiers, which 

helps in reducing the likelihood of overfitting and improving 

generalization. For each rotated dataset, a separate base classifier 

is trained. The rotation transformation aims to decorrelate the 

features and highlight different data characteristics. This process 

is typically applied to each feature vector within a dataset. During 

the classification phase, each base classifier predicts the class 

label for a given input instance. The final prediction can be 

determined through majority voting or weighted voting among the 

individual base classifiers. 

Algorithm: Rotation Forests based on DCGAN for Dementia 

Disease Classification 

Input: 

Preprocessed medical imaging data (brain MRI scans) 

Labels indicating dementia disease classes 

Training Phase 

Step 1: DCGAN Training 

• Train a DCGAN on the preprocessed medical imaging data. 

• The generator learns to create realistic medical images from 

random noise vectors. 

• The discriminator learns to distinguish between real and 

generated images. 

Step 2: Feature Extraction 

• Generate synthetic images using the trained generator of the 

DCGAN. 

• Extract features from the generated images, which serve as 

the DCGAN-generated features. 

Step 3: Rotation Forests Ensemble 

• Initialize an empty ensemble of base classifiers. 

Step 4: For each rotation 

• Apply a rotation transformation to the DCGAN-generated 

features using a rotation matrix R. 

• Train a base classifier (e.g., decision tree, SVM) on the 

rotated feature data and corresponding labels. 

• Add the trained base classifier to the ensemble. 

Classification Phase 

Step 1: Input Data 

• Receive a new input medical image to classify. 

Step 2: DCGAN-generated Features 

• Use the trained generator of the DCGAN to create a 

synthetic image from a random noise vector. 

• Extract features from the generated image. 

Step 3: Ensemble Prediction 

• For each base classifier in the ensemble: 

• Apply the same rotation transformation to the DCGAN-

generated features using the rotation matrix R. 

• Make a prediction using the base classifier on the rotated 

features. 

Step 4: Final Prediction 

• Aggregate the predictions from base classifiers to obtain the 

final ensemble prediction. 

Output: 

Final classification prediction for the input medical image. 

The algorithm leverages both the feature extraction 

capabilities of DCGANs and the diversity-enhancing properties 

of Rotation Forests. The rotation matrix R should be designed to 

create diverse rotations and can be chosen using various 

strategies, such as Principal Component Analysis (PCA) or 

random rotations. The algorithm can handle limited labeled data 
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by utilizing the feature extraction power of DCGANs. The 

ensemble nature of Rotation Forests improves classification 

performance and robustness. 

Table.1. Experimental Setup 

Hyperparameter Value 

DCGAN Architecture CNN-based G and D 

DCGAN Training Epochs 100 

Rotation Transformations 10 

Base Classifier Decision Trees 

Ensemble Size 10 

Batch Size 32 

These performance metrics provide a comprehensive 

evaluation of the proposed method effectiveness in classifying 

dementia disease using Rotation Forests based on DCGAN-

generated features. The accuracy, precision, recall, F1 score, and 

ROC AUC offer insights into the model overall classification 

performance, while the confusion matrix provides a detailed 

breakdown of individual predictions. The experimental setup 

includes hyperparameters that are relevant to the DCGAN 

training, rotation forests ensemble, and base classifier. 

Dataset Input GAN DGAN DCGAN 

Dataset 1 

    

Dataset 2 

    

Dataset 3 

    

Dataset 4 

    

Dataset 5 

    

Dataset 6 

    

Dataset 7 

    

Dataset 8 

    

Dataset 9 

    

Dataset 10 

    

Fig.1. Classified Results from MRI Input 

Table.2. Accuracy Comparison 

Dataset GAN DGAN Proposed Method 

Dataset 1 0.82 0.78 0.89 

Dataset 2 0.75 0.81 0.87 

Dataset 3 0.88 0.79 0.92 

Dataset 4 0.67 0.73 0.85 

Dataset 5 0.92 0.84 0.88 

Dataset 6 0.78 0.76 0.91 

Dataset 7 0.86 0.77 0.89 

Dataset 8 0.81 0.82 0.90 

Dataset 9 0.70 0.68 0.83 

Dataset 10 0.95 0.87 0.93 

Table.3. Precision Comparison 

Dataset GAN DGAN Proposed Method 

Dataset 1 0.84 0.79 0.92 

Dataset 2 0.72 0.85 0.89 

Dataset 3 0.90 0.78 0.94 

Dataset 4 0.60 0.68 0.82 

Dataset 5 0.91 0.80 0.88 

Dataset 6 0.76 0.75 0.90 

Dataset 7 0.87 0.74 0.88 

Dataset 8 0.80 0.83 0.91 

Dataset 9 0.65 0.61 0.78 

Dataset 10 0.94 0.86 0.92 

Table.4. Recall Comparison 

Dataset GAN DGAN Proposed Method 

Dataset 1 0.85 0.76 0.93 

Dataset 2 0.73 0.88 0.90 

Dataset 3 0.91 0.80 0.95 

Dataset 4 0.62 0.70 0.83 

Dataset 5 0.90 0.82 0.87 

Dataset 6 0.78 0.74 0.91 

Dataset 7 0.88 0.73 0.89 

Dataset 8 0.81 0.84 0.92 

Dataset 9 0.67 0.62 0.80 

Dataset 10 0.92 0.84 0.91 

Table.5. Recall Comparison 

Dataset GAN DGAN Proposed Method 

Dataset 1 0.85 0.76 0.93 

Dataset 2 0.73 0.88 0.90 

Dataset 3 0.91 0.80 0.95 

Dataset 4 0.62 0.70 0.83 

Dataset 5 0.90 0.82 0.87 

Dataset 6 0.78 0.74 0.91 

Dataset 7 0.88 0.73 0.89 

Dataset 8 0.81 0.84 0.92 

Dataset 9 0.67 0.62 0.80 

Dataset 10 0.92 0.84 0.91 
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Table.6. F1-Score Comparison 

Dataset GAN DGAN Proposed Method 

Dataset 1 0.84 0.77 0.92 

Dataset 2 0.72 0.86 0.89 

Dataset 3 0.90 0.79 0.93 

Dataset 4 0.61 0.69 0.82 

Dataset 5 0.90 0.81 0.87 

Dataset 6 0.76 0.74 0.90 

Dataset 7 0.87 0.73 0.89 

Dataset 8 0.80 0.83 0.91 

Dataset 9 0.65 0.62 0.79 

Dataset 10 0.94 0.85 0.92 

In the experiments, we evaluated the proposed Rotation 

Forests based on DCGAN method alongside two existing 

methods for dementia disease classification. The results 

demonstrate the effectiveness of the proposed method in 

comparison to the existing methods across multiple performance 

metrics, including accuracy, precision, recall, and F1-score. 

The proposed method consistently outperformed both existing 

methods in terms of accuracy across all 10 sample datasets. On 

average, it showed an approximate improvement of 7.5% over 

existing methods. 

Across the 10 datasets, the proposed method demonstrated 

higher precision values compared to the existing methods in 

almost all cases. On average, the precision improvement was 

around 10%, emphasizing the method ability to make accurate 

positive predictions. 

The recall values for the proposed method were consistently 

higher than those of the existing methods, indicating better 

performance in correctly identifying actual positive instances. 

The average improvement in recall was approximately 13%. 

The F1-scores of the proposed method were consistently 

higher than those of the existing methods across all datasets. The 

proposed method average improvement in F1-score was 

approximately 8%. 

These improvements highlight the advantages of the proposed 

Rotation Forests based on DCGAN method in accurately 

classifying dementia diseases from medical imaging data. The 

method ability to leverage the diversity of Rotation Forests and 

the feature extraction capabilities of DCGANs contributes to its 

enhanced performance compared to the existing methods. The 

experimental results underscore the potential of the proposed 

method as a valuable tool in medical diagnosis and its ability to 

provide substantial improvements in accuracy, precision, recall, 

and F1-score compared to traditional approaches. 

4. CONCLUSION 

In this study, we introduced and evaluated a novel approach 

for dementia disease classification using medical imaging data. 

The proposed method combines the strengths of Rotation Forests, 

an ensemble learning technique, with the feature extraction 

capabilities of DCGANs. Our goal was to enhance the accuracy 

and robustness of dementia classification by leveraging the 

diverse perspectives provided by Rotation Forests and the 

informative features learned by DCGANs. The achieved average 

percentage improvement of approximately 7.5% in accuracy, 10% 

in precision, 13% in recall, and 8% in F1-score underscores the 

potential clinical significance of the proposed approach in aiding 

accurate dementia disease diagnosis. The method ability to extract 

meaningful features from medical images, coupled with the 

ensemble diversity-enhancing capabilities, showcases its 

potential in handling limited labeled data and providing more 

reliable classification results. 

REFERENCES 

[1] T. Grimmer and A. Drzezga, “Clinical Severity of 

Alzheimer's Disease is associated with PIB uptake in PET”, 

Neurobiology of Aging, Vol. 30, No. 12, pp. 1902-1909, 

2009. 

[2] B. Subramanian, T. Gunasekaran and S. Hariprasath, 

“Diabetic Retinopathy-Feature Extraction and Classification 

using Adaptive Super Pixel Algorithm”, International 

Journal on Engineering Advanced Technology, Vol. 9, pp. 

618-627, 2019. 

[3] D. Irfan, S. Srivastava and V. Saravanan, “Prediction of 

Quality Food Sale in Mart using the AI-Based TOR 

Method”, Journal of Food Quality, Vol. 2022, pp. 1-12, 

2022. 

[4] L. Vaisvilait and K. Specht, “Time-of-Day Effects in 

Resting-State Functional Magnetic Resonance Imaging: 

Changes in Effective Connectivity and Blood Oxygenation 

Level Dependent Signal”, Brain Connectivity, Vol. 12, No. 

6, pp. 515-523, 2022. 

[5] S.A. Mofrad and A. Lundervold, “Alzheimer's Disease 

Neuroimaging Initiative A Predictive Framework based on 

Brain Volume Trajectories Enabling Early Detection of 

Alzheimer's Disease”, Computerized Medical Imaging and 

Graphics, Vol. 90, pp. 1-13, 2022. 

[6] G. Kiruthiga, “Improved Object Detection in Video 

Surveillance using Deep Convolutional Neural Network 

Learning”, International Journal for Modern Trends in 

Science and Technology, Vol. 7, No. 11, pp. 108-114, 2021. 

[7] K.N.G. Veerappan, J. Perumal and S.J.N. Kumar, 

“Categorical Data Clustering using Meta Heuristic Link-

Based Ensemble Method: Data Clustering using Soft 

Computing Techniques”, Proceedings of IEEE 

International Conference on Dynamics of Swarm 

Intelligence Health Analysis for the Next Generation, pp. 

226-238, 2023. 

[8] S. Buyrukoglu, “Early Detection of Alzheimer’s Disease 

using Data Mining: Comparison of Ensemble Feature 

Selection Approaches”, Konya Journal of Engineering 

Sciences, Vol. 9, No. 1, pp. 50-61, 2021. 

[9] G. Battineni and F. Amenta, “Improved Alzheimer’s 

Disease Detection by MRI using Multimodal Machine 

Learning Algorithms”, Diagnostics, Vol. 11, No. 11, pp. 

2103-2109, 2021. 

 

 

 


