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Abstract 

This paper presents a novel approach for man-made object extraction 

in remote sensing images. This paper focuses on the design and 

implementation of a system that allows a user to extract multiple objects 

such as buildings or roads from an input image without much user 

intervention. The framework includes five main stages: 1) Pre-

processing Stage. 2) Extraction of Local energy features using edge 

information and Gabor filter followed by down sampling to reduce the 

redundant information. 3) Further reduction of the size of feature 

vectors using Wavelet decomposition. 4) Classification and recognition 

of man-made structures using Probabilistic Neural Network (PNN) 5) 

NDVI based post-classification refinement. Experiments are conducted 

on a dataset of 200 RS images.  The proposed framework yields overall 

accuracy of 93%. Experimental results validate the effective 

performance of the suggested technique for extracting man-made 

objects from RS images. Compared with other methods; the proposed 

framework exhibits significantly improved accuracy results and 

computationally much more efficient. Most notably, it has a much 

smaller input size, which makes it more feasible in practical 

applications. 
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1. INTRODUCTION 

Automatic extraction of man-made objects such as buildings 

and roads from RS images has been an important and popular 

research topic of interest in photogrammetry and computer vision 

for many years [1]. Extracting man-made objects such as 

buildings, roads from RS images is extremely useful in various 

Geographical Information System (GIS) applications like map 

generation and update, urban planning, disaster management, 

traffic management and land use analysis, change detection and 

military reconnaissance, socioeconomic parameter analysis, etc. 

[2]-[7],[8] [9]. Although it is possible to manually extract objects 

from these images, this operation may not be robust and fast and 

will exceed the capacity of manual processing to carry out the 

extraction duties timely and economically [10][11]. Thus, there is 

a clear need for automatic/semi-automatic methods to detect and 

recognize man-made objects from RS imagery for turning data to 

information and extracting knowledge from information.  

However, extraction of man-made structures like buildings, 

roads accurately and efficiently from RS imagery is still a 

challenging task with several difficulties. Several strategies for 

extracting man-made objects from RS imagery have been 

presented in recent years. Some comprehensive reviews on man-

made objects extraction from satellite can be found in [9], [12] 

[13], [14], [15]-[17]. Buildings and roads are one of the most 

important groups of man-made objects and automatic/semi-

automatic extraction of building and roads can minimize the 

human labour in the application of map generation and updates.  

The fundamental issue with these approaches is that the 

building is confused with other objects having similar spectral 

reflectance. The diverse characteristics and nature of objects 

appearing in urban environment such as colour, sizes and shapes, 

material, and interference of building shadows and trees make 

precise and reliable building extraction more complex and 

challenging [18], [12]. Many objects in high-resolution RS 

images, such as highways and parking lots, appear to be quite 

similar to buildings [19] [20]. In practice, this has been the most 

significant stumbling block for RS applications. Therefore, 

automatic extraction of man-made structures accurately and 

efficiently from RS imagery remains a challenge that attracts huge 

research interests [21]. 

Based on recent advances, the use of Deep Learning methods 

is taking off to extract objects from RS data [22]. The 

Convolutional Neural Network (CNN) [23], [24] and the Fully 

Convolutional Neural (FCN) [25] network are widely used for 

these purposes. Though many techniques have been developed for 

road detection, they still suffer from disadvantage. Due to the 

variety of buildings, road forms and the complexity of 

surrounding environment, most of the existing methods extract 

objects from specific RS images and specific areas. 

This chapter focuses on the design and implementation of a 

system that allows a user to extract multiple objects such as a 

building or a road from an input image without much user 

intervention. A novel self-assessed approach for detection and 

recognition of manmade object and natural objects (e.g., 

vegetation, natural water body, and seashore) from RS images is 

presented. Most of the man-made object, such as buildings and 

roads, have regular shapes with largely straight lines and 

consistent texture, whereas natural objects, such as vegetation and 

lakes, have irregular shapes with disorderly boundaries and 

textures [13]. In images containing manmade structures, the 

probability of possessing more edges segments, vertical and 

horizontal straight-line segments is very high, and the existence 

of vertical and horizontal straight-line is not accidental compared 

to natural structures scenes. For this reason, we try to exploit some 

non-accidental characteristics of images of both classes. To aim 

this, an automatic manmade object detection and recognition 

method is proposed, based on Gabor wavelet and Neural Network 

(NN). The features are extracted using the Gabor wavelets 

followed by down sampling by a factor to reduce the redundant 

information. In addition, dimension reduction method is used to 

further reduce the size of the feature vectors. Finally, the features 

are applied to a classifier for recognition. Spectral information is 

also used as a source for man-made object extraction by 

eliminating trees. For further refining of the building extraction, 



MD. ABDUL ALIM SHEIKH et al.: MAN-MADE OBJECT EXTRACTION FROM REMOTE SENSING IMAGES USING GABOR ENERGY FEATURES AND PROBABILISTIC NEURAL 

NETWORKS 

2850 

NDVI is utilized to eliminate the tree-generated lines. The main 

novelties of the proposed approaches consist of  

• capable to extract multiple objects e.g., roads and buildings.   

• Techniques based on the efficient differentiation of sharp 

edges present or absent serve as a discriminative 

characteristic in separating man-made items from natural 

objects.  

• Exploiting domain knowledge and local interaction to 

achieve correct classification percentages with high 

accuracy  

• problem of large size feature is avoided. Efficient technique 

has been used that reduces the dimensionality of the feature 

vector by eliminating redundant information in the input 

feature vector. It speeds up the system. The proposed 

algorithm is validated by numerical results of real remote 

sensing images.  

• The proposed framework’s high computational efficiency 

and ease of implementation demonstrate its promise for any 

object extraction from RS images.   

The rest of the chapter is as follows: in section 2, the suggested 

technique for man-made object extraction is described in detail. 

Then experimental results are provided in section 4.5 with a brief 

overview of dataset and experimental setup. Finally, section 4.6 

summarizes the chapter with future scope.  

2. PROPOSED APPROACH 

The data flow diagram of the proposed method is shown in 

Fig.1, which depicts different stages clearly. The stages are (a) 

Pre-processing (b) feature Extraction (c) classification (d) 

Refinement of Building structures. Each stage is described in 

detail in the following sub-sections. 

 

Fig.1. The data flow diagram of pattern classifier based on 

Gabor energy and Probabilistic Networks 

2.1 PRE-PROCESSING  

A pre-processing pipeline is adopted to cope with input 

images of varying quality, resolution, and channels to remove of 

noises and undesirable objects. In view of both noise diminution 

and edge preservation, bilateral filtering and Histogram 

Equalization (HE) are performed to preprocess the input image 

[26]. Bilateral filter [7] performs noise reduction and nonlinear 

smoothing on images by keeping the edge information by means 

of a nonlinear combination of nearby image values. The Fig.2(b) 

shows the pre-processing result after bilateral filtering on the 

image shown in Fig.2(a).   

Histogram Equalization (HE) [27] technique is used for image 

enhancement which adjusts the intensity histogram to 

approximate a uniform distribution. The Fig.2(c) shows a HE 

processed image. After enhancement, the colour images are 

converted to gray scale images for feature extraction. 

 

Fig.2. (a) Input Image of emerging suburban area (b) Result of 

bilateral Filtering (c) Histogram Equalization Processed Image 

2.2 FEATURE EXTRACTION  

Local energy features are extracted using edge information 

and Gabor wavelets followed by down sampling to reduce 

redundant information and wavelet decomposition technique. 

2.2.1 Edge Detection: 

To exploit the non-accidental occurrence of edges and 

straight-line segments, the Sobel operator is used. When 

compared to the other operators, this operator provides 

significantly larger output values for similar edges [33]. The 

presence of edge information of man-made and natural images is 

shown in Fig.3.  

 

(a) 

 

(b) 

Fig.3. (a) Image of natural scene and Sobel Edge of the image; 

(b) image with manmade structures and its Sobel edge output 

2.2.2 Feature Extraction using Gabor Wavelets: 

Gabor filters may be thought of as orientation and scale 

tunable edge and line detectors, making them an excellent tool for 

detecting geometrically limited linear features from RS imagery, 

such as buildings and roads [28]. The invariance of Gabor filters 

to rotation, scale, and translation is its most significant advantage. 

They are also resistant to photometric disturbances such as 

illumination changes and image noise [28]. 
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Gray-level images are directly used to extract Gabor filter-

based features. Gabor functions can be obtained with a Gaussian 

window multiplied by a complex sinusoidal wave [29]. In spatial 

domain, a 2-D Gabor function is defined as:  

 ( )  
2 2 2

, , , , 2
, exp exp 2

2
f y

x y
g x y fx  


 



  +
= − + 

 
 (1) 

 x' = xcosθ+ysinθ and y' = -xsinθ+ycosθ 

where f is the frequency of the sinusoidal factor, θ (value lies 

between 0 and π) specifies the orientation, φ is the phase offset, 𝜎 

denotes standard deviation and γ is the spatial aspect ratio which 

clarifies the ellipticity of the cooperation of the Gabor function.  

Different filters can be generated with varying values for 

orientation and scale. As a result, a Gabor filters bank is created, 

which is made up of a set of Gaussian filters with various radial 

frequencies and orientations that cover the frequency domain. The 

whole frequency spectrum, both amplitude and phase are captured 

by the Gabor filter family. In this step, forty-eight Gabor filters 

are employed in six scales and eight orientations as shown in 

Fig.4. 

 

(a) 

 

(b) 

Fig.4. Gabor wavelets. (a) The real part of the Gabor kernel at 

scales = 6 and orientations = 8 (b) the magnitude of Gabor 

kernels at six different scales 

2.2.3 Gabor Feature Representation: 

The Gabor wavelet representation of the image is obtained by 

convolving the image I of dimension M×N with every Gabor filter 

of the Gabor filter family as defined in Eq.(2) at every pixel (x; 

y). The power spectrum of the filtered image at each pixel position 

is used as a discriminative feature to characterize that pixel. 

 ( ) ( ) ( )
1 1

2

, , , , , , , ,

0 0

, * , ,
M N

f y f y

m n

r i x y g i m n g x m y n     

− −

= =

= = − −  (2) 

where * is the convolution operation. The filtered responses of the 

symmetric and anti-symmetric filters are combined to form Gabor 

energy quantity. Then Gabor energy matrix E for each orientation 

is formed by finding vector sum of the corresponding filtered 

outputs from each filter bank 

 ( ) ( ) ( )2 2
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  −
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where ( )2

, , , ,0 ,f yr x y   and ( )2

, , , ,
2

,
f y

r x y
  −

 are outputs of 

symmetric and anti-symmetric filters.    

The input images used in our experiments are 256×256 pixels 

in size. The Gabor wavelets depicted in Fig.4 are used to extract 

the features. The Fig.5 shows the Gabor wavelet representation of 

a sample image of our database. These representations exhibit 

locality, scale, and orientation properties corresponding to those 

Gabor wavelets in Fig.4. 

The feature images obtained from Gabor filters are further 

down sampled by a factor 8 to reduce the redundant information 

as the adjacent pixels in an image are usually highly correlated. 

The feature vector will have a size of (256×256×6×8)/(8×8) = 

49,152 in total. After that, the vectors are normalized to have a 

zero mean and unit variance. In addition to down sampling, 

dimensionality reduction method is used to further minimize the 

size of the feature vectors. 

2.2.4 Feature Reduction by Wavelet Decomposition: 

The size of extracted features in remote sensing image 

analysis is often large, which increases computing complexity and 

reduces system performance. To address these issues, Wavelet 

decomposition is used to reduce feature dimension and their 

redundancies to a level that is easy for applying to classifier. Here, 

at first the available feature data is transformed to a wavelet form 

with a substantial proportion of its total energy packed into a small 

number of transform coefficients. So, taking these few 

coefficients, while neglecting the rest, we can retain the image 

feature. This is how the transformed data is reduced to a lower 

dimensional space.  

The wavelet transform decomposes a signal into wavelets and 

scaling, which are formed by scaling and translating of a base 

function known as the mother wavelet [27]: 

 ( ),

1
a b

t b
t

aa

− 
 =  

 
 (4) 

where “a” denotes the scaling and “b” is the translation. Each of 

the elemental functions or wavelets is applied to the original 

function to obtain the wavelet decomposition: 

 ( ) ( ) ( )*

, ,a b a bW t x t t dt



−

=   (5)  

Ψ* denotes the complex conjugate of the function Ψ, and this 

is defined on the open (b, a) half-plane (b∈R, a>0).  

Due to the sparseness of the wavelet transform, the important 

coefficients of the transformed data have a larger magnitude than 

the unimportant coefficients. Coif3 wavelet is used due to its easy 

implementation, fast speed, shorter filter and easy to describe 

small texture structure, good resolution, and smooth traits. Sixth 

level decomposition is used for reducing the feature size to 16×1.  
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Fig.5. Results of feature extraction. To create a Gabor filter 

image, the input image is convolved with the Gabor filter banks. 

The Gabor filtered images’ amplitudes at 6 scales and 8 

orientations are shown. 

2.2.5 Classification: 

A PNN network [13] is adopted to classify the input feature 

vectors into a specific class. PNN network is adopted for its many 

advantages e.g.  a) training is easy and instantaneous b) training 

speed is many times quicker than back propagation c) an 

inherently parallel structure d) As the size of the representative 

training set expands, it is assured to converge to an optimal 

classifier (No local minima issues) e) Without extensive 

retraining, training data can be added or withdrawn f) 

Additionally, it is robust to noise examples.  

The network structure in our proposed algorithm is illustrated 

in Fig.6.  The PNN used here has four layers: the input layer, 

Radial Basis Layer, the Competitive Layer, and the output layer.   

1) Input Layer: This layer’s sole purpose is to distribute input 

to all neurons in the pattern layer. The black vertical bar in Fig.4.6 

represents the input vector, designated as P. It has an R×1 

dimension. R = 16 in this study.  

2) Radial Basis Layer: It calculates the vector distance 

between an input feature vector p and the weight vector resulting 

from each row in weight matrix W.  

In this situation, the dot product of two vectors is used to get 

the vector distance. 

The transpose of R×Q matrix is used to set the dimension of 

W. As illustrated in Fig.4.6, the dot product of p with the i-th row 

of W yields the i-th element of the Euclidian distance vector  
‖𝑊 − 𝑃‖ , whose size is Q×1, as shown in Fig.4.6. The minus 

symbol, “―”, denotes the distance between two vectors. The bias 

vector b is then merged with ‖𝑊 − 𝑃‖  by an element-by-element 

product, seen in Fig.4.6 as “.*”. 

The i-th element of a can be represented as  

 ai1 = radbas(‖iIW1,1-p||bi1)    (6)  

where IW1,1 are the input weights of first layer. The i-th row of 

IW1, 1 and the i-th element of a1 or b1, is denoted by the index i. 

Each row of W comprises of 16 primary features of one training 

data. In this paper, Q = 108 since 108 samples are used for 

training. All biases in radial basis layer are all set to  

( )1 ln 0.5 /b = . σ is called the spread constant of PNN which 

is smoothing parameter. In the process of PNN design, the spreads 

was set to value of 0.35.  

3) Competitive Layer: Competitive layer has no bias. The 

binary output of competitive function is denoted by a2. The vector 

‘a1’ is multiplied with layer weight matrix LW2,1 in this layer, 

yielding an output vector a2. The vector ‘a1’ is multiplied with 

layer weight matrix LW2,1 in this layer, yielding an output vector 

a2. The dimension of output vector, K, is 2 here. 

 a2 = compet(LW2,1 a1) (7) 

The second layer weights, LW2,1, are set to the target vectors 

matrix. Each column vector of the matrix of dimension K×Q in 

the competitive layer, corresponding to a training sample, has a 1 

exclusively in the row linked with that specific class of input, and 

0 everywhere else. The components of a1 owing to each of the K 

input classes are added by multiplying the matrix K×Q with a1 

(first layer output). Finally, compet, the transfer function of 

second layer, gives 1 for the biggest member in the product vector 

(K×1) and 0 everywhere else. As a result, the network has 

categorized the test vector into one of K classes with the highest 

likelihood of being accurate. Once the classifier is mapped or 

trained, it is ready for future classification.  

 

Fig.6. Architecture of the Probabilistic Neural Network, R=16, 

Q=108, K=2 

Between the input and output layer, the adopted neural 

network contains two hidden layers of 108 and 16 nodes, 

respectively. It has a 16-node input layer that receives the 16 

features of each image region (8 Gabor energy matrices) and a 

single-node output layer that produce the classification decision. 

Pseudocode of the proposed object extraction method is given in 

Table.1. 

Table.1. Pseudocode of the proposed algorithm 

1. Input: Image I 

1.   Colour to gray conversion 

2.   Define a pair of 3×3 convolution kernels 

3.   One kernel is simply the other rotated by 90° 

4.   2-D spatial gradient measurement. 

2. Output: Result of the desire object 

3. Gabor-filtering-based local feature vector extraction 

1.1. Initialize Gabor parameters 𝜎, λ, 𝛾, θ and φ.  

1.2. Define 2-D Gabor functions by multiplying a Gaussian 

window with a sinusoidal wave 

5.   ( )  
2 2 2

, , , , 2
, exp exp 2

2
f y

x y
g x y fx  


 



  +
= − + 

 
 

6.   where x' = xcosθ+ysinθ and y' = -xsinθ+ycosθ 

1.3. A set of eight Gabor masks for different orientations by 

varying the value of θ    

7.   
3 5 3

0, , , , , , ,
8 4 8 2 8 4

     


 
 
 

 is designed by the 

following eqn.  

8.   ( )  
2 2 2

, , , , 2
, exp exp 2

2
f y

x y
g x y fx  


 



  +
= − + 

 
 

1.4. All these filters are combined to form a symmetric 

Gabor filter bank (where the value φ=0). Similarly, an 

http://homepages.inf.ed.ac.uk/rbf/HIPR2/convolve.htm
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anti-symmetric Gabor filter bank by changing value is 

designed. 

1.5. Filter the edge image with two Gabor filter banks, 

symmetric and anti-symmetric. 

1.6. Compute the Gabor filtered output of the image I by 

convolution of the image with the Gabor function 

9.   ( ) ( ) ( )
1 1

2

, , , , , , , ,

0 0

, * , ,
M N

f y f y

m n

r i x y g i m n g x m y n     

− −

= =

= = − −  

1.7. The Gabor energy matrix E for each orientation is given 

by finding vector sum of the corresponding filtered 

outputs from each filter bank 

10.    

( ) ( ) ( )2 2

, , , , , , , ,0
, , , ,

2

, , ,f y f y
f y

E x y r x y r x y     
  −

= +                                                                

11.   Where ( )2

, , , ,0 ,f yr x y   and ( )2

, , , ,
2

,
f y

r x y
  −

 are 

outputs of symmetric and anti-symmetric filters.    

1.8. Compose a matrix whose elements are formed by pixel 

wise maximums of all eight Gabor energy matrices (of 

different orientations). Such composed matrix is the 

Gabor energy feature whose dimension is same as of the 

input image i.e. 256 × 256. Sixth level decomposition is 

used for reducing the size to 16 × 1. 

2. Feature Dimension Reduction 

2.1. Initialize level of decomposition 

2.2. Initialize the scaling a and the translation b as (4.4). 

2.3. Coif3 wavelet is applied for reducing the feature size to 

16 × 1 

3. Classification 

3.1. Define 

12.   No. of Class K=2 

13.   Dimension of input feature vector N=16 ×1 

14.   Spread σ = 0.1      

15.   Define a Gaussian function centered on each input 

vector in set K for each K 

16.   Define the summed Gaussian output function 

3.2. Feed the r-th instance into the input layer of the PNN 

and compute outputs of output layer.  

3.3. Generate a NDVI response map from NIR and Red 

channel to remove tree generated pixels.  

17.   Output: Man-made objects and natural objects. 

2.2.6 Refinement of Results: 

The initial man-made object extraction results produced in the 

previous step may contain some non-building objects, e.g. trees. 

The NDVI is one key parameter, which is used here to 

differentiate between vegetated and non-vegetated objects [30]. 

The NDVI values show how much green vegetation is present in 

each pixel. The classification is based on the simple assumption 

that objects with an NDVI of more than a specific value must be 

trees; and NDVI of man-made class is low. Those objects with 

NDVI values higher than the threshold values (i.e. trees) were 

removed from the classification result produced in the previous 

step. The NDVI can be calculated as follows:  

 NDVI = (NIR+RED)/(NIR+RED) (8) 

where NIR:  Near-infrared reflectance value and RED: Visible red 

reflectance value. 

The Fig.7 indicates the refinement process employed for 

extraction of buildings and roads from images. Here, the image 

consisted of two land covers: man-made objects e.g., building, 

road, and non-man-made objects e.g., trees. The general rule for 

this refinement process is relatively simple but effective as shown 

in Table.2, which indicates that man-made class will be found 

when NDVI is low, and vegetation class e.g. trees will be found 

NDVI is very high. 

      

 

Fig.7. Input image, classified image and extracted buildings and 

roads after refinement 

Knowledge engineer, which is included in ERDAS Imagine 

Software, was used to create an expert system for post-

classification refinement. Building class is discovered when the 

NDVI is less than -0.038, road class is found when the NDVI is 

less than 0.02 and tree class is found when the NDVI is larger than 

0.1, as in our example. 

Table.2. Parameters for classification based on NDVI 

Objects NDVI 

Man-made Class (Building, Roads) < -0.038 

Vegetation Class (Tree, grassland) > 0.1 

3. DATASET AND EXPERIMENTAL RESULTS 

To assess the suggested method, the experiment is carried out 

on a balanced set of two categories of 200 RS imagery of size 

256×256 each. Among them, total of 120 images, 60 from each 

class, are used for training phase and 40 images, 20 man-made 

and 20 natural scene images, are used for testing as shown in 

Table 3. Remaining 40 images, 20 man-made and 20 naturals, are 

used for validation purpose. The test set has no influence on 

training and delivers an objective assessment of performance both 

during and after training. For creating the data set, we used 

selected parts (256×256 pixels) of sceneries from Google Earth 

satellite images with a 1-m/pixel resolution: 

Massachusetts buildings dataset [31], Massachusetts roads 

dataset [31], AIRS dataset and a part of dataset used in [26]. For 

each image in the data set, a ground truth (buildings/roads) map 

was labelled manually.  

A PC with Intel (R) Core(TM) i5-4590 CPU at 3.30 GHz and 

4GB RAM is used for training and testing of the proposed 

method. The method is realized in MATLAB. Few samples 

Tree 

generated 

lines/shadow 



MD. ABDUL ALIM SHEIKH et al.: MAN-MADE OBJECT EXTRACTION FROM REMOTE SENSING IMAGES USING GABOR ENERGY FEATURES AND PROBABILISTIC NEURAL 

NETWORKS 

2854 

feature vector of man-made and natural class images (wavelet 

compressed Gabor energy features) of training and testing sets are 

tabulated in Table 4 and Table 5. We set the parameters of the 

Gabor filter bank as follows.  

• The No. of scales: 6 

• No. of orientations: 8 

• The No. of rows and columns: 39  

• The factors of down-sampling along the rows and along the 

columns: 4 

Table.3. Number of samples per class for the training, validation 

and test set 

Land Cover 
Data set (200 images) 

Training Testing Validation 

Man-made structures 60 20 20 

Non-Manmade  60 20 20 

It has been seen that Gabor energy maps for man-made 

structures tend to have dominant orientation features through 

Gabor filtering. 

Table.4.  Feature Vectors of Manmade class images used for Training (m = images with manmade structures, the number within the 

bracket denotes nth image of the image database, n= 1 to 200) 

m(21) m(25) m(28) m(34) m(39) m(43) m(49) m(50) m(01) m(04) m(07) m(09) m(15) m(20) 

41.98 23.95 23.34 34.09 34.23 4.67 37.49 5.99 26.99 66.84 37.77 49.91 30.62 74.00 

40.69 21.96 23.45 34.1 34.11 4.65 37.37 46.06 27.01 66.24 37.09 49.98 31.42 73.73 

41.02 22.68 23.6 34.34 33.75 4.58 37.61 45.91 26.24 66.4 36.8 49.93 31.12 73.85 

40.91 22.22 23.47 34.1 34 4.61 37.4 45.98 27.09 66.35 37.1 49.98 31.28 73.78 

41 22.34 23.44 34.11 34.04 4.57 37.46 45.96 27.02 66.4 37.08 50.04 31.22 73.82 

41.37 22.51 23.33 34.07 34.05 4.38 37.72 45.84 26.79 66.58 36.78 50.35 31.08 73.97 

40.82 22.14 23.48 34.08 34.06 4.65 37.3 46.04 27.25 66.29 37.24 49.91 31.31 73.72 

41 22.51 23.56 34.27 33.80 4.58 37.58 45.91 26.47 66.4 36.82 49.98 31.19 73.85 

40.99 22.72 23.44 34.27 34.11 4.68 37.49 46.02 26.77 66.39 37.2 49.9 31.16 73.86 

40.86 21.09 23.76 33.81 33.33 4.28 37.3 45.73 27.31 66.31 36.52 50.22 31.36 73.56 

40.24 28.32 21.72 36.27 38.42 6.8 37.86 47.95 25.95 65.84 40.84 48.73 30.62 74.14 

29.13 22.59 24.82 40.54 41.46 10.01 34.81 54.46 25.82 58.5 43.50 48.47 33.53 64.47 

34.79 32.99 19.37 32.39 39.29 9.47 34.82 41.34 17.88 63.77 36 48.39 48.81 69.72 

48.04 32.6 23.92 37.12 42.3 9.46 32.44 33.93 25.38 75.78 44.7 49.95 42.91 73.51 

10.36 11.46 07.79 10.24 11.94 2.70 9.82 10.14 9.98 23.3 7.53 14.4 10.52 19.56 

-0.87 5.65 01.96 03.26 02.62 00.11 05.53 00.49 3.12 6.25 -0 .05 3.35 2.8 4.37 

Table.5. Feature vectors of natural scene class images used for Training (n = images with natural scene, the number within the bracket 

denotes nth image of the image database, n = 1 to 200) 

n(01) n(09) n(13) n(16) n(17) n(23) n(28) n(31) n(35) n(37) n(42) n(46) n(48) n(53) n(56) 

0 0 -0.05 0 -0.04 26.54 1.8 7.4 -0.04 5.8 0.27 0.18 0.31 0 1.91 

0 0 0.01 0 0.01 26.01 2.31 7.67 -0.01 5.98 0.29 0.27 0.36 0 1.56 

0 0 -0.01 0 0 26.76 2.28 7.98 0 5.94 0.28 0.25 0.33 0 1.39 

0 0 0 0 0 26.25 2.21 7.64 0 5.97 0.29 0.25 0.35 0 1.57 

0 0 0 0 0 26.3 2.18 7.63 0 5.88 0.28 0.26 0.34 0 1.61 

-0.01 0 0.01 0 0.01 26.72 2.08 7.52 0.01 5.59 0.27 0.26 0.30 0 1.73 

0 0 0 0 0 26.05 2.21 7.62 0 6.04 0.29 0.26 0.36 0 1.56 

0 0 0 0 0 26.67 2.26 7.87 0.01 5.93 0.28 0.25 0.33 0 1.45 

0 0 -0.01 0 0 26.25 2.26 7.85 -0.03 5.91 0.28 0.25 0.34 0 1.58 

-0.01 0 0.02 0 -0.01 26.83 2 7.21 0.15 6.09 0.31 0.24 0.38 0 1.37 

0.03 0 0 0 0.04 21.62 3.79 10.48 -0.49 4.77 0.14 0.36 0.35 0 2.74 

0.01 0 0.95 0 0.31 10.34 7.62 11.36 3.43 3.94 0.02 0.65 1.58 0 0.58 

0 0 0.18 0 -0.04 18.19 9.66 0.57 2.39 5.12 0.09 0.26 -0.32 0 0.47 

0 0 0.26 0 0.05 27.18 11.15 4.59 -0.22 6.64 0 0.5 4.85 0 1.07 

0 0 0 0 0.11 6.41 -0.45 3.11 0.05 1.33 0.01 -0.05 4.26 0 2.46 

0 0 0 0 -0.03 1.59 0.24 2.36 0 0.59 0 0 2.18 0 1.92 



ISSN: 0976-9102 (ONLINE)                                                                                                   ICTACT JOURNAL ON IMAGE AND VIDEO PROCESSING, MAY 2022, VOLUME: 12, ISSUE: 04 

2855 

3.1 QUALITATIVE EVALUATION 

For qualitative evaluation, proposed method is applied for 

extracting two types of manmade objects, i.e., building and roads 

from the images in databases. To demonstrate the effectiveness of 

the suggested method, object extraction results are shown here.  

3.1.1 Road Network Detection: 

For assessing the effectiveness of the proposed technique for 

road object extraction, the qualitative segmentation results are 

presented on the different images from Massachusetts road  

Fig.8. Road extraction Results from Massachusetts Road 

Dataset achieved by proposed method. The First and second 

column depict the input images and their corresponding ground 

truth images. The third column shows the road extraction results. 

The green, blue, and red colours represent TPs, FPs, and FNs, 

respectively. 

3.1.2 Building Extraction: 

For assessing the usefulness of the proposed technique for 

building object extraction, the qualitative segmentation results are 

presented on the different images from datasets in Fig.9 and 

Fig.10. The dataset contains all three bands (i.e., R, G, B) and rich 

information including roads, various buildings, vegetation etc. 

The Fig.9 depicts the building objects extraction results from 

Massachusetts building dataset achieved by proposed method. 

   

   

Fig.10 depicts the building objects extraction results from AIRS 

dataset achieved by proposed method. The area surrounds many 

shadow areas and many man-made structures (buildings-roads) 

with near-green colors. 

Input Image Ground Truth Final Output Result 

   

   

Fig.9. Building Extraction Results from Massachusetts Building 

Dataset achieved by proposed method. The First and second 

column depict the input images and their corresponding ground 

truth images. The third column shows the building extraction 

results. The green, blue, and red colours represent TPs, FPs, and 

FNs, respectively 

Input Image Ground Truth Final Output Result 

   

   

Fig.10. Building Extraction Results from AIRS Dataset achieved 

by proposed method. First column and second column depict the 

input images and their corresponding ground truth images from 

AIRS dataset. The third column shows the building extraction 

results. The green, blue, and red colours represent TPs, FPs, and 

FNs, respectively. 

3.2 QUANTITATIVE EVALUATION 

For assessing the performance of the proposed object 

extraction method, the following five evaluation metrics are used 

[32]. 

 TPR=TP/(TP+FN) (9)  

 TNR=TN/(TN+FP)  (10) 

 FNR=FN/(TP+FN) (11) 

 FPR=FP/(FP+TN) (12) 

 Accuracy=(TP+TN)/(TP+TN+FP+FN) (13)  

where TP: True Positive; TN: True Negative; FP: False Positive, 

and FN: False Negative.  The Classification Overall Accuracy 

(OA) is used to measure the rate of images that were correctly 

classified. The higher the value of an evaluation metric, the better 

the method’s performance. 

The confusion matrix and the Receiver Operator 

Characteristic (ROC) curve are used to assess the proposed 

method’s performance. The confusion matrix and the ROCs is 

shown in Fig.11. 186 images were correctly identified, and 14 

images were misclassified among total 200 images by this 

proposed method as shown in 11(a).  

The proposed framework resulted in OA of 93%. ROC graph 

depicted in Fig.11(b) is a plot of TP rate vs. FP rate. The ROC 

graph of the suggested model for all data, as shown in Fig.11(b), 

indicates an exceptional classification between the two classes.  

The Table.6 lists the OA, TPR, TNR, FNR and FPR of the 

proposed method of training, testing, validation and all data, 

respectively. As seen from the tables, the proposed system incurs 

the acceptable level of performance with the mean values of no 

less than 93 and 92.55 and 94.1 for overall accuracy, TPR and 

TNR, respectively.  
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(a) 

 

(b) 

Fig.11. (a) Confusion matrix and (b) ROC plot of all data 

Table.6. Performance analysis of Gabor feature of Training, 

Testing, Validation, and all Data 

Proposed Gabor Energy Feature and PNN 

 Accuracy TPR TNR FNR FPR 

Training (%) 94.3 92.2 95.4 7.8 4.6 

Testing (%) 93.4 93.5 94.9 6.5 5.1 

Validation (%) 92.5 92.3 93.8 7.7 6.2 

All data (%) 93.0 92.0 94.0 8.0 6.0 

The Table.7 displays the overall Cross-Entropy (CE), which 

shows the average squared error difference between actual output 

values and target, as well as Percent Error values (E), which 

indicates the fraction of samples that are incorrectly classified. A 

value of 0 shows no misclassifications, while a value of 100 

represents the greatest number of misclassifications. 

Table.7. Cross- Entropy (CE) and % Error (E) values 

 Sample Size CE %E 

Training 108 1.38638e-0 1.85185e-0 

Validation  36 2.77516e-0 2.77777 e-0 

Testing 36 2.74574e-0 5.55555 e-0 

To evaluate the quality of the network, cross-entropy (CE) is 

used. Validation performance, based on the cross-entropy error is 

shown in Fig.12(a). Minimizing cross-entropy results in good 

classification. After iteration 29, at performance 0.0420, the 

training was stopped. Cross-entropy is minimized for good 

classification, as seen in the performance graph in Fig.12. Prior to 

epoch 29, the best validation performance was 0.036 at epoch 23, 

which is worse than the final 0.0420. The Fig.12(b) depicts the 

dynamics of the neural network training state in terms of cross-

entropy gradient on a logarithmic scale. The gradient at the 

endpoint was 7.7113×10−3, which is a reasonable figure to stop at 

for this set of data. Table 8 gives the Elapsed time of each section 

of the proposed object detection approach.  

 

(a) 

 

(b) 

Fig.13. a) Best Validation Performance based on Cross-Entropy. 

Lower values are better. Zero means no error. b) Neural 

Network Training State 

Table.8. Elapsed time of each section of the proposed Man-made 

object detection approach 

Process (Section) Elapsed Times 

min:sec (%) 

Pre-processing stage (Sec. 4.2.1) 00:52 (10.72%) 

Feature Extraction (Sec. 4.2.2) 02:47 (34.43%) 

Classification (Sec. 4.2.3) 03:37 (44.74%) 

Post-processing (Sec. 4.3) 00:49 (10.11 %) 

Total 08:05 (100%) 

A comparison result is presented in Table.9, demonstrating 

that the proposed procedure is practical and reliable. 
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Table.9. Comparison of Proposed Work with Other Contemporary Works 

Methods Data Set Classification Accuracy 

Fast Level Set Evolutions (LSE) [12] Five images collected from Google Maps. 
Edge based LSE, Overall completeness: 76.12, 

Region-based LSE: Overall completeness:  95.4 

Local gradient orientation density 

function (LGODF) and the bimodal 

density function (BDF) [7] 

Seven representative sub-images from 

PLEIADES images covering Shenzhen 

China are selected 

The precision achieve 94.08% and the recall up to 

96.70%. 

Statistical Dispersion Measures [14] 

112 Images (58 are natural scenes and 

remaining 54 are images with manmade 

structures) 

92.307% for manmade and 97.67% for natural 

scene 

Active contours and colour features 

[33] 

96 images of satellite Google Earth and/or 

Google maps 

recall of 89.79%, precision 92.83% and F1-score 

91.29% 

Product Model and the Time–

Frequency Analysis [34] 

The study area locates in Dresden, the capital 

city of the Free State of Saxony in Germany 
TF-texture achieves 88.36% overall accuracy 

New Azimuth Stationarity Extraction 

Method based on Rician distribution 

[35] 

six types of stationarity in SAR imagery are 

discussed 
Overall detection accuracy exceeds 80% 

Digital surface model (DSM) and a 

digital elevation model [36] 
Pair of IKONOS images in suburban areas buildings detection rate 83.2% 

Fuzzy landscape generation and 

GrabCut partitioning approach [37] 
20 test images 

Object-based evaluation is 94% and 87% ratios 

for the precision and recall metrics. pixel-based 

precision rate is 80.3% with a standard deviation 

of approximately 11% 

Morphology and Internal Gray 

Variance [38] 
4 images of IKONOS and QuickBird satellite 

Detection percentage (DP): 84.25%, Branch 

Factor (BF): 8.8% (Overall) 

Morphological Building/Shadow 

Index for Building Extraction [39] 

An IKONOS image of Washington DC Mall 

and an 8-channelWorld-View-2 image of 

Hangzhou, east of China 

overall accuracy 90% above for classification 

between buildings and backgrounds for both 

datasets 

Conditional random field (CRF) and 

visual saliency cue [40] 

For object level performance: 9 aerial and 

satellite images and contains 665 buildings. 

14 image patches acquired from two 

different satellites, IKONOS-and QuickBird 

Overall F-score 0.805 (Pixel-level performance) 

 

Flexible multilabel partitioning 

procedure [41] 

14 originally orthorectified and 

pansharpened VHR images IKONOS-2 (1 

m) and QuickBird (0.60 m). 

At the pixel level, overall F-score 84%. 

Template-Based Hierarchical 

Building Extraction [42] 

Quickbird image of the city of Strasbourg 

(France), taken in 2008. 

The overall Building Extraction Rate (BER) 

86.60%. 

ED Lines and a graph search-based 

perceptual grouping approach [43] 

Four 512 × 512 pixel and a 806 × 806 pixel 

QuickBird images 

Overall accuracy of 80.9% and detection rate of 

87.3%. 

Proposed work 

200 images (100 are natural objects and 

remaining 100 are images with manmade 

structures) 

Overall Accuracy 93.00% 

4. CONCLUSION 

This paper proposes a technique which enables the user to 

extract man-made objects e.g., buildings, roads from input RS 

imagery without much of user interaction. We also validate the 

proposed algorithm by numerical results of real RS images. The 

generality of the proposed algorithm is demonstrated by testing 

the algorithm with different images. The scope for the present 

kind of work in the photogrammetry and computer vision field is 

everlasting and the demand for such work is always increasing 

one. The experimental results show that the proposed algorithm is 

practical and reliable. The proposed approach is computationally 

significantly more efficient than state-of-the-art algorithms while 

attaining superior performance. Most notably, they have a far 

smaller number of input parameters, which makes them more 

practical in practice for not only object extraction, but for other 

applications such as building density estimation, urban 

environmental monitoring, socioeconomic parameter analysis, 

etc. 

Although our results are encouraging, the proposed method 

can be improved further by fusing deep features with structural 

ones in future studies. Recently, the uses of deep learning methods 
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are taking off to extract objects from RS data [45, 46]. In the 

future work, we will use graphics processing unit to accelerate the 

feature learning process. Moreover, the proposed approach may 

not maintain the same classification percentage consistently 

because of its sensitivity to contrast. It would be promising to 

integrate texture features with other discriminative features e.g. 

spectral and radiometric characteristics, geometrical and 

contextual information to classify man-mad object and natural 

objects. Future developments are also related to more effective 

object selection technique so that it reduces classification mistake, 

which is caused by the comparable spectral components of 

buildings and other areas like roads and grounds. 
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