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Abstract 

In the medical industry, the amount of data that can be collected and 

kept is currently increasing. As a result, in order to handle these large 

amounts of data efficiently, compression methods must be re-examined 

while taking the algorithm complexity into account. An image 

processing strategy should be explored to eliminate the duplication 

image contents, so boosting the capability to retain or transport data in 

the best possible manner. Image Compression (IC) is a method of 

compressing images as they are being stored and processed. The 

information is preserved in a lossless image compression technique 

which allows for exact image reconstruction from compressed data 

with retain the quality of image to higher possible extend but it does not 

significantly decrease the size of the image. In this research work, the 

encoding algorithm is applied to various medical images such as brain 

image, dental x-ray image, hand x ray images, breast mammogram 

images and skin image can be used to minimize the bit size of the image 

pixels based on the different encoding algorithm such as Huffman, 

Lempel-Ziv-Welch (LZW) and Run Length Encoding (RLE) for 

effective compression and decompression without any quality loss to 

reconstruct the image. The image processing toolbox is used to apply 

the compression algorithms in MATLAB. To assess the compression 

efficiency of various medical images using different encoding 

techniques and performance indicators such as Compression Ratio 

(CR) and Compression Factor (CF). The LZW technique compresses 

binary images; however, it fails to generate a lossless image in this 

implementation. Huffman and RLE algorithms have a lower CR value, 

which means they compress data more efficiently than LZW, although 

RLE has a larger CF value than LZW and Huffman. When fewer CR 

and more CF are recorded, RLE coding becomes more viable. Finally, 

using state-of-the-art methodologies for the sample medical images, 

performance measures such as PSNR and MSE is retrieved and 

assessed. 
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1. INTRODUCTION 

Medical research and clinical practice both rely heavily on 

image processing [1,2]. Medical image analysis has advanced 

significantly in recent years as a result of improved digital 

imaging systems. There have been a great number of medical 

images created, with growing variation and quality. Despite their 

moderate success, traditional medical image analysis approaches 

are incapable of coping with huge volumes of image data [3]-[5]. 

The use of digital computers to process digital images is known 

as digital image processing. Digital images are, in fact, a unique 

synthesis of a small number of components. Pixels, images, and 

image elements are all elements that have a position and a value. 

The term pixel refers to the components of a computer image. 

Medical images, such as CT scans, MRIs, and X-rays, are now the 

most widely used images in medical research. As a result, 

complex automated techniques are required to analyze these 

various image forms. IC is a method for storing and transmitting 

images effectively while maintaining the greatest possible quality. 

The image data storage is reduced by deleting redundant or 

undesirable data. IC major purpose is to lower the amount of data 

saved while preserving acceptable image quality. It consists of 

two parts namely encoding and decoding. The original pixels are 

handled to encode and turned to binary bits in encoding, whereas 

the output bits of encoded are applied to decode and converted 

back to the original pixels in decoding. Many applications and 

methodologies [6] [7] attempt to solve this compression challenge 

by striking a good compromise between reconstructed image 

quality and compression ratio.  

For both domains, the strategies that involved lossless 

compression without impacting image quality. Lossy 

compression is a criterion for image compression that reduces 

psychovisual redundant data. When compared to lossless 

compression, it yields a high compression ratio. It accepts and 

compromises image quality decrease. It may sometimes cause 

serious problems in areas like as satellite imaging, biomedical 

imaging, and the medical industry. Smart gadgets, tablets, and 

laptops are becoming more popular every day, and they are 

gaining access to imaging fields in order to develop network 

topology. By using a simple technique with minimal computing 

cost, it does not tolerate information loss in decoded images. 

There are four types of lossless compression algorithms: 1. 

Huffman Coding, 2. Run-Length Encoding, 3. Entropy Encoding, 

and 4. Arithmetic Encoding. The bit planes are used to encode the 

images using the RLE technique. The RLE technique is used to 

encode higher-level bit planes, whereas arithmetic coding is used 

to encode lower-level bit planes. A great compression efficiency 

is achieved by combining the arithmetic encoding with RLE. This 

compression approach is best for gray-scale images [8]. For lossy 

image compression of gray-scale images, the LZW method is 

used, with a compression effectiveness of roughly 40%. To 

accomplish lossless compression, a GIF encoder utilizing the 

LZW technique is used [9]. 

The gray-scale images are compressed using Huffman 

encoding as well. This is a lossless compression method that 

minimizes the size of the source symbols before compressing 

them with Huffman Coding. The approach achieves a 10% higher 

compression ratio than standard Huffman encoding [10]. This 

study work focuses on compressing various medical images using 

several encoding algorithms such as Huffman coding, LZW, and 

RLE to reduce the bit size of the image pixels for effective 

compression and decompression without any quality loss to 

reconstruct the image. 

The following is a breakdown of how the paper is structured: 

Section 1 covers the introduction to lossless compression, Section 

2 discusses related works based on lossless image compression, 

Section 3 discusses research methodology based on encoding 
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approach, Sections 4 and 5 cover the results and conclusion, 

respectively. 

2. LITERATURE REVIEW 

Gajendra Sharma [11] looked into various techniques to see 

whether there are any variations in compression time, 

compression ratio and decompression time. Huffman Coding has 

a better location than LZW Coding. The LZW Coding system has 

a better compression ratio than the Huffman method. Huffman 

Coding takes longer than LZW Coding to complete. In other 

circumstances, time is not a factor since Huffman Coding may 

achieve a high compression ratio. Time is critical for some 

applications, such as real-time applications and LZW coding. 

Pourasad and Cavallaro [12] used two compression algorithms for 

IC in their study: lossless compression and lossy compression, 

both of which retain image quality. In addition, different image 

enhancing techniques is used to increase the quality of the 

compressed image. The efficiency of the measuring metrics 

outperforms that of other image processing approaches. The 

authors reviewed several medical image compression algorithms 

in [13]-[16]. The examined approaches have a distinct property; 

however, the medical images are compressed, which has certain 

limitations. As a consequence of the research, these weaknesses 

will be addressed, and the quality of a reconstructed medical 

image with a higher compression rate will be improved. In [17], 

the author proposed a novel method of image alteration for 

aesthetically acceptable images. 

Karthikeyan et al. [18] examined several lossy and lossless 

compression algorithms, as well as experimental results, 

employing the Discrete Wavelet Transform (DWT) and Discrete 

Cosine Transform (DCT). In comparison to DCT based 

Arithmetic and DCT based Huffman Coder, DWT based 

arithmetic delivers good results in terms of CR and PSNR for 

input images. Arithmetic takes substantially longer than Huffman 

coder, based on the results of calculation time. The quality factor 

is raised, lowering the reconstructed image quality. Still, the most 

difficult aspect of image compression is achieving a high 

compression ratio with little deterioration in reconstructed image 

quality. Volume of Interest (VOI) coding, as described by 

Subramanian et al. [19], has the effect of boosting compression 

ratio while reducing bit rate. The VOI is effectively encoded and 

decoded using this manner. The VOI decreases the complexity of 

recreating the real 3D image volume with fewer reconstruction 

features by using the Selective Bounding Volume (SBV) 

approach. Furthermore, on evaluated 3D Volumes with low Bit 

Rate, our technique achieves a compression ratio that is twice as 

high as other available methods. Sowmyalakshmi et al. [20] 

propose an OLBG-LZMA image compression method that 

combines Optimized Linde–Buzo–Gray (OLBG) and Lempel Ziv 

Markov Algorithm (LZMA) coding to reduce microarray images 

without losing quality. In comparison to other compression 

algorithms, OLBG-LZMA coding obtained a substantial 

compression performance, according to the simulation findings. 

Huffman Encoding, RLE, and LZW algorithms gain good 

interaction to control compression challenges, according to Divya 

et al. [21]. Each technique compresses data in a unique way, 

allowing this paper to come to a more satisfying conclusion. By 

encoding and decoding data, the above methods provide data 

security, allowing users to communicate more effectively. When 

compared to JPEG2000, PNG, and WebP, lossless IC has been 

deemed superior in several ways. It outperforms the JPEG2000, 

PNG, and WebP codecs in the lossless IC approach, which keeps 

the image quality while decreasing the bit (file size). For entropy 

coding, this probabilistic model of image compression is created 

[22] [23]. The bit planes have to encode the images using the RLE 

algorithm. The RLE algorithm is used to encode higher-level bit 

planes, while arithmetic coding is used to encode lower-level bit 

planes. A high compression efficiency is achieved by combining 

the arithmetic encoding and RLE. This compression approach is 

best for gray-scale images. In lossy IC of gray scale images, the 

LZW algorithm is used with a compression efficiency of around 

40% [24]. In order to achieve lossless compression, a GIF encoder 

with the LZW algorithm is used [25]. The gray-scale images are 

compressed using Huffman encoding as well. This method that 

reduces the source symbols before compressing them using 

Huffman coding. The approach obtained 10% higher CR than 

standard Huffman encoding [26]. 

3. RESEARCH METHODOLOGY 

DICOM (Digital Imaging and Communications in Medicine) 

is utilized in practically every imaging and radiation application 

in radiology, cardiology, and radiotherapy, as well as in tools in 

other medical professions comprising dentistry and 

ophthalmology. With hundreds of thousands of medical imaging 

equipment in use worldwide, one of the most often utilized 

healthcare communication protocols is DICOM. DICOM has 

enabled breakthrough medical imaging technologies that have 

changed the face of clinical care, much as the Internet has allowed 

current consumer information applications. From the emergency 

department to breast cancer detection and heart stress monitoring, 

DICOM is the standard that allows clinicians and patients to 

engage with medical imaging. This study used medical images 

from the National Library of Medicine Med-Pix to analyze and 

assess procedures. With approximately 500 patient cases, 800 

themes, and over 1000 images, Med-Pix is a free, open-access 

online collection of medical images, case studies, and clinical 

topics that combines textual documentation with images. The 

images gathered are free of copyright issues and can be used by 

anybody [27]. 

3.1 LOSSLESS IMAGE COMPRESSION  

One of the most essential image compression techniques is 

lossless compression. This lossless compression technique 

compresses an image without causing significant data loss. This 

implies that the image will be compressed but there will be no 

severe data loss, ensuring that all important information is 

preserved. This lossless compression is the ideal way for 

compressing medical images since it can compress the image 

without losing any data. Because of its recent quick expansion, 

lossless compression finds a lot of usage in the medical 

profession. As the number of hospitals and the quantity of case 

records grows, so does the demand for IC for storage and 

transmission. In these situations, it is critical that a case record be 

saved in a compressed format with no data loss due to 

compression. Lossless compression meets both instances in this 

fashion. However, as compared to lossy approaches, this comes 
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at the cost of attaining low compression rate values. Entropy 

encoding methods are used in the majority of lossless 

compressions. 

3.1.1 Huffman Coding (HC): 

Huffman Coding is a typical encoding method used for 

lossless data compression. It is the basic Shannon source coding 

method improvisation algorithm. Shannon source coding is 

modified by Huffman coding, which developed a unique manner 

of allocating codewords so that longer codewords are given to less 

common symbols and short codewords are assigned to the most 

recurrent symbols. Initially, it computes the probability of every 

symbol appearing in an input. The probabilities are then sorted, 

and the lowest symbol probabilities are combined, leaving just 

two probabilities in the procedure. The codewords are allocated 

using the appropriately constructed Huffman tree. The data may 

be easily decrypted using built-in codewords. The algorithmic 

phases involved in HC are listed below. 

Algorithm for HC 

Step 1: [0, 1] is the range of real numbers. According to the 

symbols in the input, this range is separated into 

subranges. This subrange represents a real value equal to 

the source symbol probability. 

Step 2: Determine which subrange each input symbol belongs 

to.  

Step 3: To produce the next level subranges, these ranges are 

subdivided once more. 

Step 4: Continue with the following symbol in the same manner. 

Step 5: Steps 3 and 4 are repeated until the entire input has been 

parsed. 

3.1.2 Run Length Coding (RLC): 

The most basic way for compressing any form of visual data 

is run length coding. It operates by taking use of the redundancy 

in pixel values in an image. This approach generates an ordered 

pair consisting of the pixel intensity value and the pixel matching 

consecutive length. This method is simple to apply, but it only 

works effectively for images with a lot of repeating data, such as 

medical scans. The RLC algorithmic steps are mentioned below. 

Algorithm for RLC 

Step 1: From the initial pixel of an image, read the pixel 

constantly. If it is the last pixel, it is time to quit. 

Step 2: If the following pixel value is the same as the previous 

one, the count value is increased by one. Otherwise, 

create a new array to hold the pixel value. 

Step 3: Lastly, using the intensity and its matching length, the 

sequence of ordered pairs is obtained. 

Step 4: For reconstruction, an empty array of input size is 

created. 

Step 5: In order to construct the ith row of compressed image, 

enter the run length value in the rebuild array from 

compressed array. 

Step 6: Then, construct 1st row, then next row, and so on to get 

the reconstructed image. 

3.1.3 LZW Coding: 

LZW Coding is a dictionary-based approach for identifying 

the number of repeating image pixels using a single index. It 

stores the character sequence that is dynamically chosen from a 

dictionary image. Each character sequence is assigned an index 

on a maximum of 4096 characters. It is also known as a greedy 

algorithm since each iteration modifies the dictionary for each 

new string or character sequence. The algorithmic phases of LZW 

Coding are listed below. 

Algorithm for LZW 

Step 1: The dictionary is constructed in such a way that all input 

strings have the same length. 

Step 2: The longest string for the current input symbol is 

determined using a dictionary. 

Step 3: This string includes the dictionary index, which is output 

and erased from input. 

Step 4: Continue to the next symbol and repeat the procedure 

until all of the input symbols have been processed. 

4. RESULT AND DISCUSSION 

The results are displayed using a medical image from the 

MedPix® database. Specific outputs from each image is gathered 

and analyzed after compression and enhancement is performed on 

the sample medical images. MedPix® is an open-access online 

resource of restorative images, educational cases, clinical topics, 

coordinating images, and printed documentation that contains 

over 1000 images and 500 understanding case scenarios. It 

primarily targets a target audience of doctors and medical 

attendants, as well as other healthcare workers, medical 

understudies, nursing understudies, and those interested in 

therapeutic understanding. 

The encoding algorithm verify the collection of medical 

images based on consistent results. The quality of the 

reconstructed image has been investigated with the CR and CF 

which perform as an analyzing metrics of compression efficiency.  

4.1 ANALYZING METRIC OF COMPRESSION 

EFFICIENCY  

One of the main metrics for analyzing the efficiency of 

compression by CR and it can be expressed as given below 

formulae 

CR = (Total bits in compressed data)/(Total bits in 

uncompressed data) 

In order to accomplish high compression efficiency, the CR 

measured value need to be as minimum as possible and vice versa 

in the case of CF metrics because CR is inversely proportional to 

CF. Subsequently, the bite rate is represented in term of required 

amount of bit for executing each pixel present in the image. The 

Table.1 additionally categorizes the values extracted from these 

diverse medical images using the HC algorithm. The values take 

from this various medical image for LZW algorithm are also 

categorized in Table.2. The values take from this various medical 

image for RLE algorithm are also categorized in Table.3. 
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Table.1. Analysis of compression efficiency and computation time for HC algorithm 

Image 

Name 

Sample Input 

Medical Images 

HC Algorithm LZW Algorithm RLE Algorithm 

No of 

pixel in 

image 

CR CF 

No of 

pixel in 

image 

CR CF 
No of pixel 

in image 
CR CF 

Brain MRI 

image 

 

114840 114840 114840 114840 0.0952398 1.1958623 114840 0.07562398 1.1958623 

Dental 

mandibular 

x-ray image 
 

3705000 3705000 3705000 3705000 0.125379314 7.56893245 3705000 0.025379314 6.56893245 

Dental 

mandibular 

cropped 

image 
 

4012000 4012000 4012000 4012000 0.147895623 5.56893256 4012000 0.037895623 4.46893256 

Mammogram 

image 

 

1048576 1048576 1048576 1048576 0.56893256 6.23589641 1048576 0.46893256 5.33589641 

Skin cancer 

image 

 

270000 270000 270000 270000 0.058965896 1.89025896 270000 0.058965896 2.79025896 

Hand bone 

x-ray image 

 

588471 588471 588471 588471 0.5236984 1.98856745 588471 0.2236984 2.78856745 

The Table.1 illustrates the comparative analysis of proposed 

coding scheme with encoding algorithm such as LZW, RLE and 

Huffman based on compression performance efficiency in terms 

of CR and CF. From the figure, it is apparently shown the average 

CR value of RLE attains the lower CR value which performs the 

better compression efficiency than the Huffman and LZW. 

Likewise, the average CR value of Huffman attains lower CR 

value which performs better compression efficiency than the 

LZW. The CF is the inverse of CR, where the RLE attains higher 

CF value than the LZW and Huffman.  

4.2 EVALUATION METRICS 

The values are calculated after reconstruction of the 

compressed image on host computer and then solving for the 

PSNR and MSE parameters. The PSNR is a well-known metric 

for evaluating the quality of a reconstructed image. The PSNR 

value is calculated using the formula as in Eq.(2). 

 PSNR=10log10(MAX2/MSE)  (2) 

where MAX denotes the image maximum intensity pixel value 

The MSE is the difference of cumulative squared errors 

between the compressed and original image. The MSE value is 

calculated using the technique outlined below equation.2. 

MSE = 
1

𝑀𝑁
∑ ∑ {𝑙𝑚 (𝑥, 𝑦) − 𝑙𝑚′(𝑥, 𝑦)}2𝑁

𝑥=1
𝑀
𝑦=1                         (3)  

where, M and N are the dimensions of a reconstruction matrix, 

respectively. lm(x,y) and lm'(x,y) represent original and 

compressed image pixels, respectively. The goal of compression 

methods is to reduce the MSE. 

The mean value of mean square error of six sample medical 

images is shown in Table.2. The real-time medical image dataset 

is put to the test, and the PSNR values that is shown performed 

better. RLE has a higher PSNR average value than HC and LZW. 

Table.2. MSE and PSNR Value of medical images 

Medical image 
MSE PSNR 

HC LZW RLE HC LZW RLE 

Brain MRI  0.87 0.91 0.74 44.23 42.89 46.12 

Dental mandibular x-ray  1.51 1.54 1.21 43.51 42.56 43.98 

Dental mandibular cropped  1.74 1.54 1.35 43.87 43.96 45.78 

Mammogram 3.14 2.78 2.15 42.13 43.14 45.67 

Skin cancer 4.25 3.98 2.87 43.87 40.69 48.65 

Hand bone x-ray 4.89 4.05 3.21 40.21 41.52 45.69 
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The Table.2 depicts MSE performance evaluation for various 

medical image compressions. From 0 to 4, it reflects the MSE 

value of HC, LZW, and RLE. PSNR values vary from 41 (dB) to 

48 (dB). 

5. CONCLUSION 

The encoding process both minimizes the size and maintains 

the quality of the medical image. Experiments is carried out on a 

variety of medical images, with good reconstruction quality. 

Image compression methods reduce the number of bits required 

for image representation while maintaining output quality. As a 

consequence, lossless compression methods is investigated in this 

study, and it can be concluded that the RLE approach is better 

suited for lossless compression based on the test image quality. 

This RLE algorithm will result in reduced MSE, increased PSNR 

for various test images, so it can be used for transmission and 

reception of images. The CR value of RLE attains the lower value 

which performs the better compression efficiency than the 

Huffman and LZW whereas RLE attains higher CF value than the 

LZW and Huffman. As a result, the RLE encoding technique may 

be used to provide lossless compression for high-resolution 

images without any delays or complications. 
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