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Abstract 

This work proposes an emotion detection approach using Histogram of 

Oriented Gradients algorithm. Emotion detection is a crucial area since 

the emotions are extremely person dependent and finding them is hard 

with various lightning and illumination changes. Most of the works in 

this field focus on predicting the emotion using the facial region. In the 

proposed work, emotion detection is done using the mouth region. The 

dataset is comprised of mouth images containing emotions such as 

happy, normal and surprised in the form of video frames. The mouth 

regions are detected using the Haar-Based Cascade classifier at 20 

frames per second. The HOG features are then extracted to detect three 

emotions namely Happy, Normal and Surprised. These HOG features 

are then trained using One-Dimensional Convolutional Neural 

Network (1D-CNN). The experimental results show that the proposed 

system can identify the emotions which gave improved performance 

than the earlier works. 
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1. INTRODUCTION 

Facial expression recognition (FER) [1] have attained recent 

importance since identifying the internal thoughts of humans can 

be identified with the help of Artificial Intelligence (AI) 

capabilities. Emotion recognition has a significant role in 

identifying human thoughts with the help of machine learning 

capabilities. Emotion can be identified to study the behaviour or 

internal thoughts of the human. According to the psychologist, 

emotions are mainly for short time and mood is milder than 

emotion and it is a long-lasting one. The psychologist states that 

there are six types of emotions namely: happy, normal, sad, 

surprise, fear, anger and disgust [2]. The emotions can be 

expressed when there is no need for verbal communication [3]. 

The Facial Action Coding System (FACS) is used to identify the 

facial emotions based on the action units assigned to each facial 

component [4]. In text-based emotion recognition, the text 

documents are scanned for the emotion text within the documents 

and this domain is said to be natural language processing [5]. In 

speech-based emotion recognition, the utterances of a few words 

are detected and then classifies the emotion based on the presence 

of the particular sound signal [6]. The human face is the easiest 

way to suddenly identify an emotion-based the variation in the 

facial muscles. The human face is the easiest way to suddenly 

identify an emotion-based the variation in the facial muscles. 

There are several methods to identify facial emotions, namely 

methods based on geometric features. The landmarks points 

identified in the facial region and assigned for an emotion. Some 

of the methods focus on the area or facial patches to identify the 

emotion. Several techniques exist in machine learning methods 

like support vector machines (SVM) [7], K-nearest neighbours 

(KNN) [8], Decision trees, Random Forest etc. to identify FER. 

Emotion recognition is the art of mining the information available 

in the spatial-temporal region of the image. The appearance-based 

features like HOG [9], Local binary pattern (LBP) [10], Haar-

based approaches, etc. have been used in FER for feature 

extraction process. The main aim of the work is to recognize the 

emotion using mouth region and HOG features using the deep 

learning methods instead of the traditional machine learning 

approaches. FER approaches to simplify the need for complex 

human inspection with the help of deep learning approaches. FER 

can be widely used in monitoring the emotions in feedback-based 

e-learning platforms, Music recommendation systems based on 

human emotions and mood etc. [11]. 

2. LITERATURE REVIEW 

Several studies have been already made with FER approaches. 

Still, it remains a challenging task due to the complex human 

emotion patterns and identification with machine learning 

approaches. The facial expression recognition consists of four 

main steps namely: (a) identifying the region of expression (b) 

extracting the intrinsic values (features) from the region (c) 

Normalization phase to eliminate the wide changes of values in 

the dataset. (d) Classification techniques to identify emotions. In 

dataset collection, the facial region is identified and preprocessed. 

Then it is given to the feature extraction block. The features are 

then fed to any of the classification algorithms like SVM [12], 

Decision trees [13], Random forest [14], etc. and then the 

performance of the system is analyzed. Over the past years, CNN 

has given promising results in various classification techniques.  

Joseph Juliana and Sharmila [15], researched and identified 

the three emotions happy, sad and angry using HOG and LBP 

features from facial components like nose, eyes and mouth and 

they trained the conventional neural network classifier using 

texture features and obtained an accuracy of 87.00% and 64.00% 

for HOG and LBP features respectively. The authors Santhosh 

and Sharma used a fusion of HOG and LBP features to identify 

the facial emotions which recognize the emotions with an 

accuracy of 96.20%. The author Swinkels et al. identified the 

emotions, where they used 19 key-points to extract HOG features 

and modelled with SVM classifier and obtained an accuracy of 

89.78% [16]. In a video frame based emotion recognition system 

[17], a method based on LBP along with the Adaboost algorithm 

is used to read the Linear Binary Pattern (LBP) features and then 

fed to Gaussian Mixture Models (GMM) for emotion 

classification and this model gives maximum accuracy and 

minimum time consumption. The authors [7] Ragb and Asari, 

analyzed the new method of HOG by implementing the phase 

congruency technique for HOG features. The phase congruency 

is used to study the edges and corners of the images and the 

histogram of oriented phase gradients is combined and modelled 

as Histogram of Oriented Phase Gradients (HOPG) features and 

these are fed to SVM classifier to study the performance and they 
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obtained an accuracy of 94.92%. The authors, [18] investigated 

that HOG algorithm for Handwritten Bengali Numeral 

Recognition. The HOG features are extracted and combined the 

manually acquired colour histogram features with it where the 

SVM classifier is used and obtained an accuracy of 98.04%. The 

HOG-PCA method gives them an accuracy of 65.80%. The fusion 

of HOG-LBP features gave an improved performance of 91.60% 

in hand gesture recognition methods [19]. Similarly, this kind of 

HOG-LBP features obtained for facial segmentation method with 

Artificial Neural Network (ANN) classifier gives an accuracy of 

96.97% in [1]. Based on the literature examined, it is identified 

that HOG features can capture effective features than the other 

texture-based methods with varying bin size, orientation, pixels 

per_cell and cells_per_block. The HOG features can be utilized 

in the proposed work to extract highly discriminative feature 

vector to feed 1D_CNN. This method will aid the system to 

recognize the emotions.  

In this work, the basic type of expressions like happy, normal 

and surprised are considered in the mouth regions to detect the 

emotion efficiently since the other expressions are very hard to 

find through mouth region. The mouth regions contain the most 

changing muscles like jaw upliftment while surprised, teeth 

visible or partially visible during Happy and no movements of the 

jaw and no visibility of teeth during Normal expression. 

3. PROPOSED METHODOLOGY 

The objective of this work is to detect the emotion using HOG 

features with 1D-CNN. The system consists of three main parts: 

dataset collection, HOG feature extraction, training and 

validation, testing. The proposed approaches use Scikit learn 

library [20] for pre-processing and extracting HOG features from 

the dataset, Keras [21] with TensorFlow [22] as backend library 

for all deep learning modelling. In this work, Haar based classifier 

is used to detect the mouth region in every video frame. The Fig.1 

shows the overall framework of the proposed work. The input of 

the proposed system is in the form of video frames from the live 

webcam feed. The mouth region is detected using Haar classifier 

and pre-processed to extract the HOG features to feed to 1D-CNN 

training. 

 

Fig.1. Framework of the proposed system for emotion 

recognition 

In Fig.1 shows the mouth region is detected using the input 

video frames, then converted to grayscale images. The Scikit-

learn library is applied for pre-processing where the RGB images 

are converted to grayscale images. The HOG algorithm is then 

applied to these images to capture the discriminative features. The 

performance of this proposed system is evaluated on the 1D-CNN 

classifier. The proposed system detects the three emotions namely 

happy, normal and surprised.  

3.1 MOUTH DETECTION 

The mouth region from the live webcam feed is detected using 

the pre-trained Haar cascade based OpenCV library [23]. This 

library consists of all the XML files for detecting eyes, nose and 

mouth region from the given input image or video frame. This 

cascade classifier is an algorithm developed by Paul Viola and 

Michael Jones using machine learning techniques [24]. 

3.2 PRE-PROCESSING 

The detected mouth region is resized to 43X72 RGB image. 

During pre-processing “OpenCV-Contrib-python”, machine 

learning library is used to convert the RGB[ 25] into single-

channel gray-scale images[26] of the size 43×72×1 (No. of rows 

× no. of columns × no. of channels). Thus, the mouth-region 

images are converted to grayscale for faster processing of 

emotions. These images are fed to the feature extraction step. The 

Fig.2 shows the detected image and its corresponding grayscale 

image. The gradient of the image in X-direction and Y-direction 

is also shown Fig.2(c) and Fig.2(d) respectively. 

  

(a) (b) 

  

(c) (d) 

      Fig.2. Histogram of Oriented Gradients (a) Detected 

mouth emotion using Haar Cascade Classifier, (b) Grayscale 

image (c) X-gradient image (d) Y-gradient image. 

3.3 HOG FEATURE EXTRACTION 

HOG is one of the popular features for extracting the texture-

based features from the images. It is used to obtain the local 

features from the input images. HOG was initially used for human 

recognition developed by Dalal and Briggs [9]. It is the most 

robust texture features in terms of illumination and invariance. 

HOG is a powerful method to detect pedestrians and objects [18]. 

The workflow of the HOG algorithm is as follows: 

• The entire input images are divided into cells and blocks, 

where the default cell size is 8×8 pixels and 2×2 cells in a 

block.  

• The gradient magnitude and direction are computed for each 

pixel in the cell within the block. 

Input Video Frames 

Mouth Detection 

Preprocessing 

HOG Features 

ID-CNN 

Happy Normal Surprised 
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• For each gradient magnitude, the corresponding bin is 

assigned based on the histogram gradients.  

• For every block, normalization is done to eliminate the 

illumination changes. 

• All the blocks are finally concatenated to form the histogram 

feature vector of ‘n’ dimension which is said to be the N-

dimensional HOG features.  

The Fig.3(a) shows the HOG image for the parameters, 

orientation = 8, pixels per cell = 16×16 and cells per block = 1×1 

for input image. Similarly, Fig.3(b) shows the HOG image for the 

parameters, orientation = 9, pixels per cell = 8×8 and cells per 

block = 2×2 for input image, Fig.3(c) shows the HOG image for 

the parameters, orientation = 10, pixels per cell = 8×8 and cells 

per block = 2×2 for input image.   

 
(a) 

 
(b) 

 
(c) 

Fig.3. HOG image for the input happy emotion with different 

orientations 

3.4 1D-CNN 

CNN [27] belongs to the family of Deep Convolutional Neural 

Networks (DCNN) [28]-[30], where it is stacked with various 

convolutional layer and max-pooling layers sequentially. The 

input to CNN can be 1D, 2D or 3D array representation. 1D-CNN 

models are capable of deriving the input representation from the 

fixed-length array segments. Unlike the 2D CNN using matrix 

operations, these models use only single array operations. 1D 

CNNs have demonstrated superior performance on applications 

that have a limited labelled data and high signal variations 

acquired from different sources (i.e., patient ECG, civil, 

mechanical or aerospace structures, high-power circuitry, power 

engines or motors, etc.). In the convolution layer, the kernel or 

filter of size will slide over the input to perform multiplication or 

dot product operation to learn important features such as edges 

and outlines. When the array data to be one-dimensional, 

multiplication is performed element-wise and the result is 

summed up to form the output of this layer. In the sub-sampling 

layer, the kernel or filter of size will pass over the input from the 

convolution layer to perform dimensionality reduction which 

entails decreasing the matrix size by preserving essential 

information in the feature maps. In 1D-CNN [31] applies to data 

single dimension e.g. an array of features and the kernel moves 

along one direction. The structure of 1D-CNN is shown in Fig.4. 

These models take the input data in the form of a one-dimensional 

array and it is widely used in the analysis of time-series data, 

signal data processing and natural language processing (NLP). 

Fig.4. Shows an example of 1D-CNN architecture used where it 

is stacked with 4 convolution layers followed by 4 max-pooling 

layers with ‘n’ input feature vector length as input and with three 

output classes for recognizing three different emotions. The n is 

the number of HOG features obtained by varying its parameters. 

 

Fig.4. Structure of 1D-CNN architecture 

The 1D-CNN is a model with input shape as (batch size, 

channel). The one-dimensional feature vectors are the input to this 

CNN model and the output has 3 classes. For every training input 

pattern, 1152 HOG features are extracted and so the training set 

consisting of 5376 samples will be converted into NumPy array 

shape as (5376, 1152, 1) and validation samples as (1344, 1152, 

1) to feed to 1D CNN. 

• Layer 1: In the first layer, 64 convolution filters with kernel 

size 3 are applied and the reduced convolved output will 

have 64 features arrays with size as 1150×64, followed by 

max-pooling with kernel size 3 is applied and the output of 

this layer will be 575×64.  

• Layer 2: In the second layer, 64 convolution filters to 

produce a reduced feature map of size 573×64, followed by 

max-pooling with the same kernel size is applied and the size 

of the output feature map will be 286×64.  
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• Layer 3: In the third layer, 16 filters with kernel size 2 are 

applied to produce reduced feature map of size 285×32 and 

followed by a max-pooling layer with kernel size 2 is applied 

to get the reduced feature map of size 142×32.  

• Layer 4: Similarly, the fourth layer contains 32 convolution 

filters and a max-pooling is applied having the same kernel 

size used in the previous layer. The final reduced feature 

map size will be 70×32. All the layers use stride with size 1.  

• Flatten: Then the reduced feature vector is flattened to form 

2240 values and fed as input to fully connected layers having 

varying neurons in each layer.  

• Fully Connected and Output layer: The FC1 and FC2 have 

100 and 50 neurons respectively and the last layer is the 

output layer in which 3 neurons are used with the Softmax 

activation function to classify the outputs into three classes 

namely happy, normal and surprised.  

4. EXPERIMENTAL RESULTS 

4.1 DATASET 

The dataset is collected using a web camera with a resolution 

of 1280×720 in the laboratory environment. A total of 8400 mouth 

images are used from 20 subjects (10 Male, 10 Female). All the 

RGB images are converted to grayscale to fed to the CNN. The 

dataset is divided into training, validation and test sets. For 

training the architectures, 5376 mouth emotion images are used, 

1344 mouth emotion images are used for validation and 1680 

mouth emotion images are used for testing. Fig.5. Shows the 

samples of the dataset collected for happy, normal and surprising 

emotions. 

 
(a) 

 
(b) 

 
(c) 

Fig.5. Dataset (a) Happy (b) Normal (c) Surprised 

4.2 FEATURE EXTRACTION 

The feature extraction step is a primary step for finding out the 

most relevant features and omitting the unwanted information 

from the input images. The HOG feature with varying dimensions 

like 64, 96, 405, 1152, and 1280 are extracted and are fed to 1D-

CNN for training. The Table.1 shows the number of HOG features 

obtained for varying the parameters like pixels per cell and cells 

per block and orientations. 

 

 

Table.1. No. of HOG features obtained for varying parameters 

No of pixels 

per cell 

No of cells per 

block 
Orientations 

No. of HOG 

features 

8×8 2×2 10 1280 

8×8 2×2 9 1152 

8×8 2×2 8 1024 

8×8 1×1 9 405 

8×8 1×1 8 360 

16×16 2×2 10 120 

16×16 2×2 9 108 

16×16 2×2 8 96 

16×16 1×1 9 72 

16×16 1×1 8 64 

4.3 TRAINING AND VALIDATION 

The features from the HOG descriptor is fed as input to the 

1D-CNN model to detect emotion where the model learns the 

internal structure of data. The advantage of the use of 1D-CNNs 

for classification mainly prompts learning from the simple one-

dimensional array data structure directly where there is no 

correlation within the array values.  

The HOG descriptor is chosen since it can capture the feature 

effectively in entire human recognition. So, they can be used for 

emotion to capture the useful and important features from the 

dataset. The Table.2 shows the loss and accuracy for the varying 

HOG dimensions with the 1D-CNN model during training (Tr) 

and validation (Val). The HOG features with 9 orientation, 8x8 

pixels per cell and 2×2 cells per block produced 1152 features, 

gives the maximum validation accuracy of 98.51%. For 1280 

HOG features, the system produced a lesser accuracy of 98.21%. 

The system does not improve by increasing an additional number 

of HOG features and it produces efficient accuracy for 1152 HOG 

features obtained using 8×8 pixels per_cell and 2×2 cells in a 

block and having 9 bin orientation.  

Table.2. Loss and Accuracy for training and validation data 

using the 1D-CNN model 

No. of 

HOG 

features 

Training 

Time 

(mm:ss) 

Tr 

loss 

Tr 

accuracy 

Val 

loss 

Val 

accuracy 

1280 04:10 0.0550 0.9821 0.0767 0.9821 

1152 11:17 4.0125e-5 0.1000 0.1150 0.9851 

1024 06:30 0.0035 0.9987 0.0838 0.9805 

405 03:04 0.0200 0.9927 0.1801 0.9679 

360 01:35 0.0629 97.86 0.1785 0.9600 

120 01:22 0.0375 98.72 0.1243 0.9744 

108 00:42 0.0970 97.05 0.1229 0.9673 

96 00:41 0.0880 96.98 0.1212 0.9667 

72 01:09 0.0355 98.75 0.1801 0.9506 

64 00:58 0.0824 97.10 0.2188 0.9464 
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In Fig.6(a) shows the accuracy graph for training and 

validation accuracy with 1152 HOG features and the model stops 

at 17 epochs in a CPU with 1.2GHz and 8 GB RAM and Fig.6(b) 

having its corresponding loss curve. The total training time for the 

system to learn the input parameters is 11 min and 17 sec for 1152 

HOG features.  

 
(a) 

 
(b) 

Fig.6. Training and validation data using 1D-CNN for 1152 

HOG features. (a) Accuracy plot (b) Loss plot 

4.4 TESTING 

The testing is an important part of any application to analyze 

the performance of the trained models. Therefore, the 1680 testing 

samples are given to the trained model using 1D-CNN 

architecture. The confusion matrix is the most efficient way to 

identify the True Positives (TP), True Negatives (TN), False 

Positives (FP), False Negatives (FN) and Accuracy (ACC) of a 

classifier and it is used for classification problems having binary 

or multi classes associated with the output. The true positive are 

the number of correctly classified samples as the labelled class. 

The False positives are the number of samples mistakenly 

classified as the labelled class. True negative is the samples 

correctly identified as labelled emotion in other classes. False 

negatives are the incorrectly classified emotion to other classes. 

The accuracy (ACC) is defined as the total number of corrected 

identified emotions to the total number of samples and it is given 

by, 

 ACC = [(TP+TN)]/[(TP+TN+FP+FN)] (1) 

The precision is the ratio of TP with TP and FP and it is 

calculated as,  

 P = TP/(TP+ FP) (2) 

The recall is the ratio of TP with TP and FN and it is calculated 

as,  

 R = TP/(TP+ FN) (3) 

The precision and recall are combined to form the measure 

called F1-score, which is the harmonic mean of P and R.  

 F = 2*[(precision*recall)/(precision+recall)]           (4) 

In confusion matrix [32], true positive are the total number of 

emotion frames which are correctly identified as the respective 

classes, true negatives are the number of emotion frames which 

are correctly identified as other classes. The confusion matrix for 

every 10 consecutive testing images is shown in Fig.7. The model 

classifies 89.60% happy samples is correctly classified as happy 

classes in testing, 91.96% testing as a normal class and 89.50% 

testing as a surprised class respectively. In total 90.23% is 

correctly classified and 9.77% is in-correctly classified. 

 

Fig.7. Confusion Matrix for testing data 

5. CONCLUSION 

In this work, we have made a comprehensive study of different 

scales of HOG features to identify the emotions is made. This 

work proposed an emotion recognition system for recognizing the 

three emotions normal, happy and surprised using 1D 

architecture. The mouth video frames are extracted in an 

unconstrained laboratory environment using a web camera. The 

HOG can efficiently capture the important highlights from the 

emotion images. This work can further be evaluated on other 

emotion datasets like CK+, MMI, FER2013 etc. to study its 

performance. The proposed system recognizes the three emotions 

with an accuracy of 90.23%. 
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