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Abstract 

Nowadays, processing the medical image is a most significant 

diagnostic process. Usually RMI is used to detect the presence of and 

type of tumor. The following process is very complicated in the brain 

tumor classification. The treatment of medical images, such as image 

segmentation, image extraction, and image classification, takes various 

steps. Various types of properties such as intensity, forms and texture-

based features are extracted from a segmented MRI image. The feature 

selection approach is employed to select a small subset of MRI image 

features that minimize redundancy and maximize target-related 

pertinence. This article uses the Bees Swarm Optimization (BSO) for 

the selection and the Neural Network Classifier to classify the type of 

tumor in present brain MRI images, and then takes online MRI images 

which contain brain tumor, then a machine-learning model. 
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1. INTRODUCTION 

Brain tumor is an abnormal and undesirable growth of tissue 

cells in brain which leads to certain neurological disorder for 

human. Now a days due to environmental and human life style 

these tumor cases are rapidly increasing [1]. To cope with this 

situation, we require combination of a computer aided diagnosis 

(CAD) system and a medical imaging technique which generate 

very high quality images of the infected body part mainly soft 

tissues of human beings. Magnetic resonance imaging (MRI) is a 

imaging technique generally used for brain to provide relevant 

information, based on which physician or CAD can diagnose 

whether patient have any tumor or not, if there is tumor detected 

then they can further differentiate between its types so that proper 

treatment can be given to that patient. MRI depict every required 

details without radiation unlike X-ray imaging [2]. It is flexible 

method since a contrast between one tissue and other, can be 

changed by altering the way of imaging. For instance, by 

changing the radio frequency and gradient pulses it is possible to 

produce images with high contrast. Brain tumor mainly in two 

categories benign and malignant [3]. Benign tumor is non-

cancerous while malignant tumor is more prone to be cancerous 

which may be developed because of cancer at any part of the body 

not just only brain. The Fig.1 shows all the cases. 

Medical image processing has provided lots of techniques 

which deals to automate this task in less time and with more 

accuracy. Feature extraction and selection, Image segmentation 

and Image classifications are the very important steps in medical 

image processing. Feature selection is even more important than 

feature extraction because optimal feature subset is deemed 

necessary to improve the image classifier performance and 

decrease the computation time. In traditional approaches we have 

Principal Component Analysis (PCA) and Linear Discriminant 

Analysis (LDA) for linear, and KernalPCA has been used for 

nonlinear features [3] [4]. In compare to these type of method 

Evolutionary computation (EC) techniques gives better results [5].   

 

Fig.1. Medical Image Processing Steps 

2. RELATED WORKS 

Various techniques have in the past been used to predict and 

classify the tumor from MRI brain images. As discussed in section 

1, PCA is mainly intended for the reduction and selection of 

features due to its simplicity, but can only be used for linear 

features over the features selected on part of the top main 

components. During this process, several important features are 

therefore ignored and numerous features are included in the 

feature subset [8]. For tumor reduction [9], Gladis et al. [11] used 

the combination PCA and LDA [11]. 

EC algorithms have been used recently mainly for the 

selection of functionalities because limitations found in 

traditional techniques are overcome by them. For the selection of 

the main space for the sub-set function, genetic Algorithm (GA) 

can be applied. With the minor flaw of inability to identify the 

world's optimum and unable to solve variant problems, the GA 

produces much greater results than the PCA [10] [11]. BSO is 

proposed and implemented to select optimal features in order to 

solve this problem. The search method for BSO is metaheuristic 

and bio-inspired [12] [13]. 
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3. PROPOSED METHOD 

Medical image processing with a CAD system is used to 

diagnose brain tumor. There are several steps used in paper before 

the brain tumor is classified when MRI is given. These steps are 

shown in the Fig.1. 

 

Fig.2. Proposed Research Methodology 

3.1 IMAGE PREPROCESSING  

After an MRI image is taken as an input image it takes several 

steps before the image segmentation process takes place. We must 

first convert this picture into a gray scale picture and then we 

remove noise or inhomogeneity from it. 

3.2 IMAGE SEGMENTATION  

The process of dividing the image into a different 

homogeneous part is image segmentation. In this case, the part of 

the brain tumor must be segmented from the entire brain MRI that 

is our region of interest.  

3.3 FEATURE EXTRACTION AND SELECTION  

Feature Extraction is the procedure for collecting initial data 

and then collecting relevant information from so-called feature 

vectors as to allow these features to be used as a vector for further 

processing instead of entire data. Feature selection or reduction is 

a technique in which we select certain features from a number of 

features that were extracted because this feature alone affects the 

classification process. 

The PSO is a random search process based on the population. 

We assume that N particles appear randomly in a solution space. 

Note that we solve the optimization problem and for the clustering 

of data, for each particle at its position in the solution space, there 

are always criteria (e.g. squared error function). The N particles 

will continue to move and calculate the criteria at each stay 

position (we call fitness in PSO). 

In the solution space that is associated with the most 

appropriate solution (fitness) achieved by the solution particle, 

each particle keeps track of its co-ordinates. This is the best 

personal value, pbest.  

The PSO other best value is the best value any particle in the 

neighborhood has ever achieved. This is known as the best global 

value. 

 We introduce the exact statement in mathematics below: 
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where xi is the current position of the particle, vi is the current 

velocity of the particle, pi is the personal best position of the 

particle, w, c, are all constant factors, and r are the random 

numbers uniform distributed within the interval [0,1]. 

We now use last speed and the last personal and worldwide 

position to predict the speed. The position we remain is now 

determined by the final position plus the speed. 

By using PSO the initial "K meaning" problem can be solved 

and the whole partial clustering system still maintained. The most 

important thing is to consider it as a problem of optimization. 

3.4 IMAGE CLASSIFICATION  

Image classification means that we categorize any pixel of an 

image into a class e.g. any remote satellite image in the earth, and 

we can classify any pixel according to its characteristics, 

regardless of whether it belongs to the water body area or the land 

area. Computers can likewise classify themselves if they are 

trained in different class features [17]. This training can be 

monitored or unattended. If the computer predicts the tumor, it 

also divides the tumor into benign and malignant. 

3.4.1 Bees Swarm Optimisation: 

Swarm comportament (fish schools, birds ' flocks, land herds, 

communities of insects, etc.) is based on people's biological needs 

to stay together. In this way, the chances of people remaining alive 

are increased because predators usually only attack isolated 

people. Collective movement is characteristic of flocks of birds, 

herds of animals and fish schools. Swarm behavior is also 

characterized by colonies of diverse social insects (bees, wives, 

ants, termites). The swarm behavior is characterized primarily by 

independence, distribution and self-organization. The systems of 

communication between insects contribute to the "swarm 

intelligence" pattern of collective intelligence. 
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Swarm Intelligence is the Artificial Intelligence branch that 

investigates actions of individuals in various decentralized 

systems. The Multi-agent Systems are made up by individuals 

who communicate, cooperate, share information and knowledge 

and perform certain tasks in their environment (e.g. robots) or by 

"virtual" (artificial). Researchers use certain principles of natural 

swarm intelligence to develop Swarm Intelligence models. The 

development of artificial systems usually does not involve the 

whole picture of natural systems, but explores and adapts them in 

the quest for ideas and models. 

Bees seek food in nature by exploring the fields in the hive 

district. The food is collected and collected by other bees for later 

use. Usually some scouts look for the region in the initial step. At 

the end of the search, the scout bees return to the hive and inform 

the scout bees on their food sources in the areas examined about 

their places, quantity and quality. If they have discovered nectar 

in previously examined places, scout bees are dancing in the so-

called "dance floor" area of the hive to "advertise" food places and 

encourage the remainder to follow. The information on the 

amount of food is provided by a ritual called a« dance of the 

wagon ». If a bee decides to leave the hive to gather nectar, then 

one of the scout bees follows a patch of flowers that was 

previously found. When they arrive, the fodder bee takes nectar 

and comes back to the hive to abandon the nectar to a food shop. 

A foraging bee can be subjected to several scenarios:  

• It can abandon the food location and return to its role of an 

uncommitted follower;  

• It can continue with the foraging behavior at the discovered 

nectar source without recruiting the rest of the colony;  

• It can try to recruit its hive-mates with the dance ritual before 

returning to the food location.  

The bee chooses one of the options above. Since several bees 

are trying to recruit their hive-mates simultaneously in a dancing 

floor area, it is not clear how a non-binding bee decides to follow 

which one. The only obvious fact is that "the loyalty of bees 

always depends on the quantity and quality of the source of food." 

The process described continues on and off with the bees 

accumulating nectar and exploring new areas with a potential 

source of food. 

The main steps of any honeybees ' algorithm are: forage and 

waggle dance. The role of the waggle dance (the information-

exchange) is to examine the quality of existing solutions and 

direct them towards the new ones. Foraging is the solution 

creation stage. The idea of developing these algorithms was based 

on simple rules for modeling the nectar collection organized. 

The following algorithms are similar between the way bees 

look for food in nature and the way optimization algorithms are 

searching for the best possible combination of optimization 

problems. The main idea was to create a multi-agent system to 

solve difficult combinational optimization problems efficiently. 

Through the search room the artificial bees explore possible 

solutions. Artificial bees cooperate and exchange information to 

enhance the quality of the solutions found. The artificial bees 

focus on more promising fields by collective knowledge and 

information exchange and gradually discard less promising 

solutions. 

BSO's fundamental idea is to build a multi agent system 

(colony of artificial bees), that will find good solutions to various 

problems in combinatorial optimisation and explore the principles 

used in the nectar collection process by honey beasts. A small 

number of individuals usually consist of artificial bee colony but 

the BSO principles are nevertheless collected from natural 

systems. The search room for feasible solutions is used by 

artificial bees. Autonomous artificial bees work together and 

exchange information to find the best solutions possible. Artificial 

bees are concentrating on the more promising areas and slowly 

leaving the less promising areas with their collective knowledge 

and information sharpening. Gradually, artificial bees generate 

and/or improve solutions collectively. The BSO search is carried 

out in iteration until certain predefined stop criteria are fulfilled. 

The authors developed two different approaches during the 

evolution of the BSO algorithm. In the first approach, bees build 

solutions part by part, based on constructive steps. The second 

approach, a very real one in the BSO algorithm, is to improve 

complete solutions in order to achieve the best final solution. It's 

called a BSO approach. In the next text, the general description of 

the algorithm explains both concepts. 

The population of individual agents (artificial bees) is BSO. 

The problem is resolved by each artificial bee. The BSO algorithm 

consists of two alternating phases (Forward Pass and Reverse 

Pass). All artificial bees explore the search area on each forward 

pass. They use a predefined number of steps that build/improve 

partial or full solutions and produce the new partial/full solutions. 

Algorithm for classification  

Step 1: Initialise: 

Step 2: Find number of bees, percentage of experienced 

foragers, scouts, onlookers, dimension, radius and end 

condition 

Step 3: For all the bees 

a. Initialise the bees randomly inside the search space 

b. Do 

c. Compute fitness of bees 

d. Sort bees using its fitness value 

e. Partition the swarm into the experienced forager, 

onlooker and scout 

Step 4: end 

Step 5: For all the experienced forager bees 

a. For D-dimensional search space 

b. update the previous best position 

c. select elite bee for all the experienced forager bees 

i. For update the position of an experienced forager 

bee 

ii. end 

d. end 

Step 6: end 

Step 7: For each onlooker bee 

a. select an elite bee from experienced forager bee for 

onlooker 

b. For D-dimensional search space 

i. update the position of an onlooker bee 

c. end 

Step 8: end 

Step 9: For each scout bee 
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a. For D-dimensional search space 

i. walk randomly around the search space 

b. end 

Step 10: end 

Step 11: adjust the radius and step size of the search space for 

scout bees 

Step 12: end until the termination criterion is met 

4. RESULTS AND DISCUSSIONS 

No tumor detection is performed by medical image processing 

steps in the brain MRI image. In total, 354 brain MRI pictures 

were taken from the online BRATS-2015 database by several 

patients. Of the 78 theses, the picture has no malignant or benign 

tumor and the rest has tumor. For entire experiments, Matlab 

2016a was used. Wavelet filter was used to remove noise in MRI 

images of any kind [21]. The tumor region is subsequently 

segmented from MRI by using soft edge detection techniques and 

by applying morphological operations. Then a total of 14 features 

from the shape, texture and intensity class are extracted. Then 

these 14 features are only selected by using the BSO algorithm to 

help with classification. These functions are finally used to train 

the neural network classifier in order to detect the type of tumor, 

which is less than the total functionality. 

In the given dataset, we have two different kinds of tumors 

benign and malignant. We compare the accuracy of the 

classification system with the case where each feature has been 

used after training neural network classification with the feature 

selection performed by BSO. The Fig.3 shows the specification 

and specification. In Fig.4 and Fig.5, a total of 6 out of 14 selected 

BSO features appear in Table.1. The selected features are 

represented by 1 and the rejected features by 0. The Fig.6 and 

Fig.7 shows benign and malignant tumors of both classified 

tumors. The result shows that 95.23% of classification accuracy 

with hybrid BSO-neural network model is better than the simple 

86.82% neural network classifier. 

Table.1. Total Features 

Name of feature All feature BSO selected feature 

Area 1 1 

Perimeter 1 0 

Circularity 1 1 

Mean 1 0 

Standard Deviation 1 0 

Variance 1 1 

Skewness 1 0 

Kurtosis 1 1 

Entropy 1 1 

Contrast 1 0 

Correlation 1 0 

Energy 1 1 

Homogeneity 1 0 

IDM 1 0 

 

Fig.3(a). Number of features selected 

 

Fig.3(b). Accuracy of features selected 

 

Fig.4. Specificity 
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Fig.5. Sensitivity 

  

Brain MRI Image Segmented image 

Fig.6. Benign Tumor Classification 

  

Brain MRI Image Segmented image 

Fig.7. Malignant Tumor Classification 

5. CONCLUSIONS 

We have used in this paper the hybrid BSO-NN model for the 

classification of brain tumors. We choose minimum required 

features using bio-inspired algorithms called BSO instead of 

taking all features. Fewer features, but all that are important, lead 

to the accuracy of BSO's classification. The use of key features 

only increases efficiency and reduces computing time. By using 

the BSO-NN classification model the accuracy of simple NN 

classification is 95.23% compared to 86.82% if all 14 functions 

are included. Similarly, 94.8% of specificity and 100% of 

sensitivity. In the future we want to apply concept and compare 

all of these with different types of medical images with other 

organically inspired algorithms. 
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