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Abstract 

This paper compares different algorithms for the segmentation of skin 

lesions in dermoscopic images. The basic segmentation algorithms 

compared are Thresholding techniques (Global and Adaptive), Region 

based techniques (K-means, Fuzzy C means, Expectation 

Maximization and Statistical Region Merging), Contour models 

(Active Contour Model and Chan - Vese Model) and Spectral 

Clustering. Accuracy, sensitivity, specificity, Border error, Hammoude 

distance, Hausdorff distance, MSE, PSNR and elapsed time metrices 

were used to evaluate various segmentation techniques. 
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1. INTRODUCTION

Image segmentation is the process of partitioning a digital 

image into multiple regions or sets of pixels. This partitioning 

should be stopped when the object of interest in an application 

has been separated [1]. Accurate segmentation of medical 

images is very important for the analysis and diagnosis of 

abnormalities in different parts of the body. Segmentation 

becomes important since it further aids in classification of the 

segmented regions as benign or malignant. Malignancy insists 

the need for analysis like biopsy and thereafter medical excision. 

In order to avoid unnecessary biopsies, the need for accurate 

classification which is possible only by accurate segmentation 

techniques arises. It is not necessary that a segmentation 

algorithm suited for a particular medical image provides 

excellent results for other medical images also. 

Dermatoscope is a non – invasive diagnostic technique 

which allows better visualization of surface and sub-surface skin 

structures. Dermoscopic images when interpreted for malignant 

melanoma diagnosis, consumes more time and is purely a 

subjective process even with trained dermatologists. The use of 

computer-aided diagnosis systems is of great assistance 

nowadays for untrained dermatologists. Even though many 

segmentation techniques are available in literature, the choice of 

segmentation algorithms used in this paper is based on 

popularity and simplicity of implementation. 

Thresholding comes under similarity based approach [1] and 

can be subdivided into Global Thresholding and Adaptive (local) 

Thresholding. Global Thresholding is using a single threshold 

for the entire image whereas local thresholding partitions an 

image into several subimages with threshold defined for each 

subregion[2]. Thresholding methods perform fairly well if there 

is good contrast between the foreground and the background but 

not for images with no sharp peaks [3]. Also they require no 

prior knowledge of the image. The region based segmentation 

method used for comparison are the clustering algorithms, K 

means clustering developed by MacQueen [4] and Fuzzy C 

Means proposed by Bezdek [5]. Clustering is the process of 

grouping samples. The groups are called clusters. Both methods 

are iterative with the number of clusters defined by the user. For 

K means, the image pixels are divided among the clusters based 

on some distance metrics between the cluster centroids and all 

pixels. The cluster centroids are updated after each iteration and 

finally distance between the cluster centroids are maximized. 

Fuzzy c-means is an unsupervised technique that finds 

application in feature analysis, clustering, and classifier designs. 

FCM is robust and retains more information from the original 

image than K means clustering. The main objective of FCM is to 

minimize an objective function iteratively by introducing certain 

fuzziness for the belongingness of each image pixel into each 

cluster [5], [6].The degree to which each pixel belongs to a 

region is given by the membership value. The crucial problem 

associated with clustering techniques is the assignment of 

number of clusters approximately by the user. 

In an experiment, if all input parameters are known in prior 

then it is said to be a complete data case. Similarly, if any of the 

input parameters is unknown during the experimentation, then it 

is said to be an incomplete data case. The input variable which is 

unknown is termed as the hidden variable. The Expectation 

Maximization algorithm helps determining this hidden variable 

over multiple iterations. When it comes to an image 

segmentation context, the number of pixels and the number of 

clusters are known; but the cluster to which the pixel belongs is 

hidden. EM solves this uncertainty in two steps. 

1) Expectation step - estimates the distribution of the hidden

variable using the data and the current parameter values

2) Maximization step - maximizes the likelihood

In Statistical Region Merging, regions are sets of pixels with 

homogeneous properties and they are iteratively grown by 

combining smaller regions [7], [8]. This merging algorithm 

works with a statistical test which is based on a merging 

predicate and an order of merging. 

Active Contour Models are parametric snake models 

proposed by Kass et al. [9] which  locks onto the nearby edges 

under the influence of a user-imposed constrained energy 

(internal energy) and an energy of the image (external energy). 

Snake is a spline which is controlled by an energy minimizing 

function and relies on the image gradient for edge detection.  

Chan - Vese model [10] for image segmentation overcomes 

the limitations of snake model by detecting concavities and 

contours with or without gradients. The representation and 
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optimization of the energy functional is based on contour based 

gradient descent and Level-set based gradient descent 

respectively. This model detects even interior contours 

irrespective of the initial contour. 

Spectral Clustering is the clustering of data points by 

considering them as connected subgraphs and not as distinct 

convex globular clusters as in K-means [11]. It uses the 

similarity between the data points represented using a similarity 

graph to cluster the input data. The similarity graph is associated 

with an adjacency/affinity matrix that gives the closeness 

between the data points. Points in the same cluster having high 

similarity and vice versa. The commonly used spectral clustering 

for image segmentation is the Shi-Malik Algorithm [12]. 

In this paper, we evaluate and compare nine segmentation 

methods which fall under the broad classification of 

thresholding, region and contour based segmentation and graph 

based clustering techniques. These algorithms are applied to 

dermoscopic images of skin lesions and the segmented results 

are evaluated by comparing with ground truth. Evaluation is by 

specificity, sensitivity, accuracy, border error, Hammoude 

distance, Hausdorff distance, MSE, PSNR and elapsed time 

values. The arrangement of paper is as follows - section 2 

discusses the algorithms taken for evaluation, section 3 provides 

the experimental results and evaluation, section 4 discusses the 

results and concludes with section 5. 

2. SEGMENTATION METHODS

The nine different segmentation techniques considered for 

comparison are: 

 Global Thresholding (GT)

 Adaptive Thresholding (AT)

 K Means Clustering (KM)

 Fuzzy C Means (FCM)

 Expectation Maximization (EM)

 Statistical Region Merging (SRM)

 Active Contour Model(ACM)

 Chan Active Contour Model Without Edges(ACMWE)

 Spectral Clustering(SC)

2.1 GLOBAL THRESHOLDING 

Global Thresholding is a technique where a single threshold 

value is applied throughout the image. GT is an iterative process 

which considers the mean of all pixels as the initial threshold, 

T0. After grouping based on the selected threshold T0, a new 

threshold (T) which is the average of the mean of pixel 

intensities of each group is calculated. The pixels are re-grouped 

based on T. This iterative process stops if the difference between 

the new threshold and the previous one is negligibly small [13]. 

Table.1. Algorithm for Global Thresholding 

Input : Image (I) 

Output : Segmented binary image 

Steps : 
Set an initial threshold T0 = mean (μ) of all pixels 

Subdivide the image based on T0 

Recompute T as, T = (μ1 + μ2)/2 

Iterate until T converge 

This algorithm is relatively simple and generates good results 

for images with sharp peaks.  

2.2 ADAPTIVE THRESHOLDING 

Segmentation is based on a threshold value. Image is 

subdivided into small areas and averaged by a mean filter with 

appropriate window size. Each sub-image is segmented using 

different threshold values [1]. The output is a binary image 

showing the segmented regions. 

Table.2. Algorithm for Adaptive Thresholding 

Input : Image (I), window size (ws) 

Output : Segmented binary image 

Steps : Normalize and subdivide I with mean or median 

filter using ws  

Compute threshold Ti for each sub image, iϵI 

Compare each pixel with Ti 

Assign to foreground or background based on 

the threshold 

Adaptive Thresholding performs well on images with uneven 

illumination. 

2.3 K MEANS CLUSTERING 

The objective of K means clustering [14] is to partition an 

image into mutually exclusive clusters by minimizing the 

distance metric between the pixel and the cluster centroid.  

Table.3. Algorithm for K means clustering 

Input : Image I with X = {x1, x2,…,xN}  pixels 

K = {k1, k2,…,kK } number of clusters 

Output : Segmented image with K clusters 

Steps : Randomly assign each pixel to any of the 

clusters  

Compute the distance between the pixel and all 

centroids C = {c1,..,cK} as 
2

1 


k

i X kj
j

CX ; xj ϵ ki 

where ||.|| denotes the Euclidean norm , 

  ck = mean of all pixels in kth cluster 

Reassign the pixel xj to the cluster ci  

Iff 
2

ij CX  ≤
2

kj CX   ; 1≤ k ≤ K 

Repeat above steps until there is no further 

reassignment 

The number of clusters is fixed with a prior knowledge of the 

image. The distance between each pixel and all the cluster 

centroids including the one the pixel is located is calculated. 

Based on this distance metric, the pixels are reassigned to the 

nearest centroid. Thus a new centroid is calculated based on this 

reassignment of pixels. This iterative process continues until all 

the pixels have been grouped to their nearest centroid and the 

centroid values change no further. K means algorithm is easily 
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programmable and computationally economical. The output is 

sensitive to initial choice of clusters [15].  

2.4 FUZZY C MEANS 

FCM is a soft computing technique [16] and a variant of K means.  

Table.4. Algorithm for FCM 

Input : Image I with X = {x1, x2,…,xN} pixels 

C = {c1, c2,…,cK } number of clusters 

Output : Segmented image with C clusters 

Steps : Randomly assign each pixel to any of the clusters 

Compute the degree of membership of each pixel to 

every cluster using  

  




C

m
im

ij
ij

k
d

d
u

1

1
2

1
where dij= ji cx            (1) 

Reassign the pixel, i to the cluster, j with which it has 

large uij calculated using Eq.(1) 

Compute the new cluster centre  cj as 
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Repeat until convergence 

Although FCM is an effective clustering technique, the 

resulting membership values do not always correspond well to 

the degree of belonging of the data, and it may be inaccurate in 

noisy environment. 

2.5 EXPECTATION MAXIMIZATION 

EM is a dual iterative procedure [17]. It assigns an initial 

mean (μ0), variance (σ0
2
) and prior probability (p0) for each pixel

belonging to a cluster. The initial values are  

 μ0 - calculated with randomly chosen data points

 σ0
2
 - variance of full training set

 p0 - assumed equal for all clusters

 E step - Gaussian probability distribution is applied to

determine the pixel - cluster membership using Eq.(2)
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 M step - The parameters (mean, variance and prior

probability) are recalculated. With these values, the

probability and the likelihood are recalculated. The

algorithm terminates when the likelihood in the E step and

M step merge.

Table.5. Algorithm for EM 

Input : Image (I) , no. of clusters (k) 

Output : Image with k segments 

Steps : Initialize µ0, σ0
2
 and p0 for each k

Compute the Gaussian probability using Eq.(2) 

Compute log-likelihood using Eq.(3) 

Recompute the 3 parameters; also Gaussian 

probability and log - likelihood  

Iterate until maximum likelihood is achieved 

This algorithm is more flexible, since variance, mean and 

prior probabilities are taken into account. 

2.6 STATISTICAL REGION MERGING 

The Statistical Region Merging as proposed by Nock and 

Neilson [8] is a region merging segmentation technique where 

the merging of two or more regions is based on a statistical test. 

The statistical test is based on a predicate, which specifies the 

deviation in the intensities of the test regions. Thus the basic 

components of the SRM algorithm can be defined as merging 

predicate and order of merging. Any two regions (R and R’) in 

an image I shall be merged if and only if they satisfy the 

following statistical test condition given in Eq.(4).  
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    δ = 
2
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1

I

   Q - Quantification factor 

The value of g is taken as 256. It is very important that the 

regions R and R’ can be tested to get merged only if all the 

regions within R and R’ have undergone the statistical test. 

Table.6. Algorithm for SRM 

Input : Color image (I) 

Output : Segmented image 

Steps : Sort the adjacent pixel pairs according to the  

increasing values of f(p, p’) = 

  a
'
aB,G,Ra ppmax 

Apply the test condition over the successive 

regions as, 

if R(pi) ≠ R(pi’) and P(R(pi), R(pi’)) = true , 

then 

merge the regions R(pi) and R(pi’) 

The scale of segmentation increases with the value of Q. The 

algorithm has the advantage of speed and ease to implement. It 

could handle images with multiple channels, noisy and occluded 

images. 

2.7 ACTIVE CONTOUR MODEL 

The snake, v(s) = {x(s), y(s)} is controlled by two energy 

terms – an internal energy and an external energy. This method 

[9] works by minimizing the energy functional, Esnake which is 

defined as, 

Esnake = Einternal + Eexternal + Econstraint (5) 



ISSN: 0976-9102 (ONLINE)    ICTACT JOURNAL ON IMAGE AND VIDEO PROCESSING, MAY 2015, VOLUME: 05, ISSUE: 04

1033 

The final position of the snake will always have minimum 

energy. The internal energy is the sum of bending and elastic 

energy given by Eq.(6) 

Einternal = Eelastic + Ebending 

    dsvsdsvsE sssinternal

22

2

1

2

1
   (6) 

where, vs and vss - the first and second derivative of v(s) 

respectively 

α(s) – controls the elastic energy of the contour 

β(s) – controls the bending energy of the contour. 

The external energy attracts the snake towards lines, edges 

and terminations. Given I(x, y) is a gray level image, then the 

typical external energies are  2
y,x or

    2
y,xy,xG    where Gσ is the 2D Gaussian function 

with standard deviation σ and  is the gradient operator . 

The snake that minimizes Esnake must satisfy the following 

Euler equation 

0 externalssssss EVV   (7) 

Table.7. Algorithm for ACM 

Input : Image, I; Contour points 

Output : Segmented Image 

Steps : Specify the initial contour 

Compute the internal energy and the external 

energy  

Minimize the Euler Lagrange’s equation, Eq.(7) 

iteratively 

The major pitfalls in this model are that the capture range of 

the snake is limited and hence requires expert initialization; the 

snakes do not detect curvatures in the image.  

2.8 ACTIVE CONTOUR MODEL WITHOUT 

EDGES 

Chan Vese model, a special case of Mumford Shah 

segmentation technique is an iterative algorithm to detect 

smooth and discontinuous edges. Its main objective is to 

minimize the energy functional given as  
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where, µ,ν ≥ 0; λ1 = λ2 = 1 are the positive weighting parameters 

u0(x,y) - input image 

c1, c2 - average inside and outside the contour 

respectively 

µL(C) + νA(in (C)) - Regularizing term 
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(9) 

F1(C), F2(C)-fitting terms 

The values of c1 and c2 are calculated using the Heaviside 

function H (φ) as in Eq.(10) and Eq.(11) 
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The corresponding level–set formulation of Eq.(8) in terms 

of the gradient descent, φ is given as  

        2
202

2
101 cucuvk

t








(12) 

where,    δ(ϕ) - Dirac delta function 

(ϕ) - mean curvature of the contour 

  - gradient of the contour.

The evolution is solved using finite differences and the final 

contour is obtained when 
t


 is minimum. 

Table.8. Algorithm for ACM without edges 

Input : Input image I 

Output : Segmented Image 

Steps : Initialize mask for contour, ϕ, 0 

Calculate c1 and c2 

Compute the Fitting term F1(C) + F2(C) and  

the energy functional 
t



Iterate until 
t


 is minimum 

This algorithm has the advantage of detecting smooth 

boundaries. It automatically changes the topology and is highly 

resistive to noises. 

2.9 SPECTRAL CLUSTERING 

Normalized cuts algorithm or Normalised Spectral 

Clustering as proposed by Shi and Malik partitions points into 

disjoint clusters by calculating the eigen vectors of laplacians 

using similarity matrix. Given a set of points X = {x1,x2,….xn}, 

similarity graphs shall  be constructed either by 𝜖 -

neighbourhood graph, k-nearest neighbor graph or fully 

connected graph [11]. The adjacency matrix using Gaussian 

similarity function is given in Eq.(13).  

;eW

ji xx

ij

2

2

2



 i ≠ j and Wii = 0 (13) 

Dii = ∑jWij (14) 

The unnormalized Laplacian matrix is 

L = D –W (15) 

The normalized symmetric and random walk Laplacian 

matrix are given in Eq.(16) and Eq.(17) 

2121  WDDILsym (16) 
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Lrw = I-D
-1

W (17) 

where, Wij –affinity matrix and Dii-diagonal matrix 

Table.9. Algorithm for SC 

Input : Image (I), No. of clusters(k) 

Output : Segmented Image 

Steps : Define an adjacency matrix, W using Eq.(13) 

Construct graph laplacian using Eq.(15)  

Compute the column matrix U containing the 

first k  eigenvectors  u1,…..uk 

Choose the k smallest eigenvalue as the k eigen 

vectors  to define k dimensional subspace 

Use k means to form clusters in this subspace 

SC obtains data representation in a low-dimensional space 

that can be easily clustered 

3. EXPERIMENTAL RESULTS AND 

EVALUATION

This section provides the experimental results of the above 

specified algorithms for the dermoscopic images. The algorithms 

are evaluated using the following metrices [3], [18] 

 Accuracy

 Specificity

 Sensitivity

 Border Error

 Hammoude distance

 Hausdorff distance

 Mean Square Error (MSE)

 Peak Signal to Noise ratio (PSNR)

 Elapsed time

Accuracy - It is the proportion of true results (both true positives 
and true negatives) in the population. 

   
       FN#FP#TN#TP#

TN#TP#
Accuracy






Specificity - It is the proportion of actual negatives which are 

correctly identified as such. 

 
   FP#TN#

TN#
ySpecificit




Sensitivity - It is the proportion of positives measured as such. 

 
   FN#TP#

TP#
ySensitivit




Hammoude distance - It makes a pixel by pixel comparison 

enclosed by the two boundaries. 

   
 TN#

FN#FP#
distance Hammoude




Hausdorff distance - It finds the largest distance between the 

boundary points. 

Hausdorff distance = max{maxid(gti, SR), maxid(sri, GT)} 

Border Error - It is the ratio of the area covered by the XOR of 

segmented result (SR) and ground truth (GT) images to the area 

covered by GT image. 

   
   FNTP

FNFP
error Border






MSE - It measures the average of the square of the difference 

between the segmented image and the original image. 

 



n

i

ii orig_Iseg_I
n

MSE
1

21

PSNR - It is a measure of reconstruction quality. 

MSE

intensity imummax
logPSNR

2

1010

Elapsed time - It is the total time taken for the completion of the 

program 

(a) (b) (c) 

(d) (e) (f) 

(g) (h) (i) 

(j) (k) (l) 

(m) 

Fig.1(a). Original image, (b). Ground truth and Segmented 

outputs for (c). GT, (d). AT, (e). KM, (f). FCM, (g). EM,     

(h). SRM, (i). ACMWE, (j). ACM – initial contour, (k). ACM – 

External force field, (l). ACM, (m). SC 

http://en.wikipedia.org/wiki/True_positive
http://en.wikipedia.org/wiki/True_negative
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Table.10. Evaluation table for algorithms 

Methods Sensitivity 

(%) 

Accuracy 

(%) 

Border 

Error 

(%) 

Specificity 

(%) 

Hammoude 

Distance 

Hausdorff 

Distance 

MSE 

(%) 

PSNR 

(%) 

Elapsed 

Time (s) 

GT 91.09 95.16 22.21 96.25 7.61 4.64 0.05 63.09 1.15 

AT 47.18 77.41 81.86 92.76 38.84 8.09 0.23 55.28 0.11 

KM 83.41 90.7 28.13 94.28 17.71 5.99 0.09 60.56 0.20 

FCM 90.99 96.39 13.79 98.55 6.03 4.7 0.04 63.86 0.20 

EM 93.52 95.63 15.82 96.39 7.64 4.64 0.04 63.61 1.87 

SRM 85.83 95.35 17.1 98.5 7.57 5.86 0.05 62.36 0.77 

ACM 39.84 82.28 63.56 99.68 29.47 6.6 0.18 56.1 0.35 

ACMWE 90.84 95.62 21.78 97.64 6.92 4.97 0.04 62.62 6.56 

SC 90.75 96.42 13.39 98.98 6.09 4.43 0.04 64.03 22.73 

Fig.2. Comparison of to-be-maximum parameters 

Fig.3. Comparison of to-be-minimum parameters 

4. DISCUSSION

Images are preprocessed using median filter. The segmented 

output of the algorithms implemented in MATLAB is shown in 

Fig.1 and the mean of the evaluation metrices is tabulated in 

Table.10. The database of 20 images from [19] was processed 

using all the methods under evaluation. AT provides better 

results only when there is significant color change between the 

skin and lesion. The overall efficiency of the algorithms with 

user interaction, not only depends on the efficiency of the 

algorithm but also on the user’s expertise to give the input. For 

example, the snake model (ACM) outputs are influenced by the 

shape of initial contour and the speed with which the user 

specifies the contour. Though ACMWE provides good results, it 

takes more time for computation. The overall results show that 

FCM provides better results for dermoscopic images with 

comparatively minimum computational time. Even though with 

Spectral Clustering, the segmentation process consumes 

considerably higher time, the border error is minimized in 

comparison with other algorithms.  

5. CONCLUSION

This paper evaluates and analyses the effectiveness of some 

of the segmentation algorithms over dermoscopic images. The 

result of each algorithm is greatly influenced by the type of 

image used for analysis. All algorithms do not generate same 

range of results for all kind of images. Hence we have to choose 

algorithms specific to the image type. The overall results show 

that the fuzzy clustering as well as Spectral Clustering 

algorithms gives better results for dermoscopic images. Even 

though, both algorithms provide comparable results Fuzzy 

Clustering algorithm segments faster. 
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