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Abstract 

This paper proposes a novel technique based on feature fusion using 

multiple linear regression analysis, and the least-square estimation 

method is employed to estimate the parameters. The given input query 

image is segmented into various regions according to the structure of 

the image. The color and texture features are extracted on each 

region of the query image, and the features are fused together using 

the multiple linear regression model. The estimated parameters of the 

model, which is modeled based on the features, are formed as a vector 

called a feature vector. The Canberra distance measure is adopted to 

compare the feature vectors of the query and target images. The F-

measure is applied to evaluate the performance of the proposed 

technique. The obtained results expose that the proposed technique is 

comparable to the other existing techniques. 
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1. INTRODUCTION

Information fusion technique plays a noteworthy role in 

computer vision and information retrieval for the last ten years. 

Fusion techniques are applied in various application domains, 

namely object detection, recognition, identification and 

classification, object tracking, change detection, decision 

making, etc. It has been successfully applied in various areas, i.e. 

space and earth observation domains, computer vision, medical 

image analysis and defense security, etc. Data fusion combines 

data from various sources, and facilitate to improve the results 

and interpretation, performances of the source data, and to 

produce a high-quality visible representation of the data [1]. A 

review of literature reveals that information fusion is performed 

at pixel level, feature level, and decision level. The pixel level 

fusion combines the pixels of two or more number of images, or 

different parts (region of interest) of the same image and the 

outcome results of the fused images are more informative. The 

feature level fusion extracts various features like boundaries, 

edges, texture orientations, color features, etc. from different 

images, and then combines them into one or more feature maps 

that may be used instead of original image for further processing 

or analyses. The decision level fusion merges the results 

obtained from various algorithms, and produces a final fused 

decision. The results obtained from different algorithms are 

expressed as confidences (or scores) rather than decisions, which 

are known as soft fusion; otherwise, it is called hard fusion [1]. 

Methods of decision fusion include voting methods, statistical 

methods, and fuzzy logic based methods. Among them, the 

decision level fusion is one of the hottest techniques adopted in 

application areas like pattern recognition, multispectral image 

mining, and has got successful results specifically in 

handwritten, and face recognition. In recent years, the feature 

level fusion has turned the attention of the researchers in the area 

of computer vision to the recognition and classification. Sun et 

al. [2] report that different features extracted from the same 

pattern always reflects different characteristics of the pattern. 

The effective discriminant information on multi-features is 

maintained as it is, and also the redundancy of information is 

eliminated by optimizing and merging the different features. 

There are two kinds of feature fusion methods: one method 

groups two sets of feature vectors into one-union vector, and 

then extracts the features in higher dimensional real vector space 

[3]; and the other combines two sets of feature vectors by 

merging two complex vectors [4]. 

The image or data fusion methodology is mostly adopted in 

multi-spectral or hyper-spectral remote sensing satellite image 

processing or analysis, since that type of images contain 

complicated structures and also they are captured through 

infrared apparatus. Thus, by combining the features of various 

images or data sources into a single image or data, it yields 

better results. Since 1990s it has got fruitful results and 

developments in remote sensing image analysis. A number of 

researchers have shown interest in remote sensing image 

analysis.  

The algorithms for analyzing the remote sensing image 

fusion can be divided into three categories such as component 

substitution fusion [5], [6], modulation based fusion technique 

[7], [8], [11], and multi-scale analysis based fusion technique 

[9], [10], [13], [14]. Yocky [15] applies discrete two-

dimensional wavelet transform image fusion techniques to 

combine Lands at TM data and SPOT panchromatic data. The 

―standard‖ TMISPOT wavelet merges is then presented and 

compared to the IHS merging technique. They also introduce 

algorithms called ―additive‖ and ―selective resolution‖ wavelet 

mergers, and compare the new wavelet techniques to the IH-

merging algorithm. A literature survey reveals that a number of 

transform based fusion algorithms have been developed such as 

Principle Component Analysis transform based fusion algorithm 

[5], Local Correlation Modeling (LCM) fusion algorithm [6], 

and Regression Variable Substitute (RVS) based fusion 

algorithm [5]; the fusion algorithms of the modulation based 

technique include Brovey transform fusion algorithm [11], 

Smoothing Filter Based Intensity Moulation (SFIM) based 

fusion algorithm [7], and high pass filter fusion algorithm [12]; 

the fusion algorithms based on the multi-scale analysis mainly 

include wavelet decomposition based fusion technique [9], [10], 

[13], and Laplacian pyramid decomposition based fusion 

technique [14]. 
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Nevertheless, a number of fusion based algorithms have been 

studied in the literature, a doubt arises that whether the algorithm 

described are in a manner of generalized mathematical model 

[16], [17]. Also, there arises a qualm that most of the researchers 

have ignored the concept of generalization of the fusion based 

algorithm for the image retrieval. Sun et al. [2] proposed a 

technique, in which, they extract features based on feature fusion 

using canonical correlation analysis. The model can reflect the 

main features of the fusion process by a simple mathematical 

formula. The establishment of a generalized model will 

contribute to relatively theoretical analysis and fusion algorithm 

design in the light of a specific application. Also the model is 

beneficial to qualitative and quantitative analysis of fusion 

technology from different aspects. Recently, Diogone et al. [18] 

extend the pan-sharpening ARSIS method to the fusion of two 

multispectral images and to compare it with two other existing 

methods: the couple non-negative matrix factorization (CNMF), 

and a Multisensor and multiresolution technique. Saulquin et al. 

[19] consider one-dimensional (1-D) geophysical time series as 

series of significant time-scale events, and they combine a 

wavelet-based analysis with a Gaussian mixture model to extract 

characteristic time-scales of 486 144 detected events in the Sea 

Surface Temperature Anomaly (SSTA) observed from satellite 

at the global scale from 1985 to 2009. In [19], it retrieves four 

low-frequency characteristic time-scales of Niño Southern 

Oscillation (ENSO) in the 1.5 to 7-year range and show their 

spatial distribution. 

2. PROPOSED FUSION MODEL 

The regression analysis plays a significant role in combining 

various features. Thus, in this paper, we have made an attempt to 

combine the features of various parts of a query image and then 

it compares with the features of the target image in the feature 

database using the multiple linear regression (MLR) model. To 

achieve this, the MLR model expressed in Eq.(1) is adopted. 

 ijijijiji FECFU    (1) 

where, the error term ij is assumed to have the following 

properties: 
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th
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th

 region 

FUi ˗ response variable of the i
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 fused feature vector 

Cij ˗ constant of the i
th

 feature of the j
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 region 

i ˗ coefficient of the i
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 feature of the j
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 feature of the j
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2 
˗ variance of the error termij. 

The complete model of the compact model expressed in 

Eq.(1) can be written in the expanded form as in Eq.(2) with n 

independent feature vectors on FU and the associated values of 

FEs. 
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The above Eq.(2) can be written in the matrix form as 

follows: 
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and the specifications in Eq.(2) become 
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Note that ―1‖ in the first column of the design matrix FE is 

the multiplier of the constant term ‗C‘. It is customary to 

introduce the artificial variable Zj0 = 1. 

The given input query image is segmented into various 

regions according to its nature or structure of the image. Each 

region of the segmented color image is modeled to HSV color 

space, where H represents hue of the color and it ranges from 

0to 360; S represents saturation of the color, namely the 

magnitude of the color with which the amount of white is mixed; 

V is attributed to the pixel values, and it contains the texture 

primitives and magnitude of the intensity value of the pixels. 

Both S and V range from 0 to 1, which are, generally, 

represented in per cent. In this research work, the color features 

and texture orientations are considered and those are fused based 

on the expression given in Eq.(1). According to the features 

considered in this article, the model in Eq.(1) is restructured as 

follows. 

The main objective of the MLR analysis is to develop a 

regression model based on the image features, which is used to 

predict the response of the various fused features of the query 

and target images using the MLR model presented in Eq.(6).  

 
iiiiiiiiiii rTrTrVrVrSrSrHrHrrr FEFEFEFECFU      (6) 

where,  

ri ˗ i
th

 region of the segmented image 

ir
FU  ˗ response variable of the features fused from ri

th
 

region 

ir
C  ˗ constant term of the i

th
 region 

Hri
  ˗ coefficient of the feature vector of the H component 

of the i
th

 region 

Hri
FE  ˗ predictor variables of feature vector of the H 

component of the i
th

 region 

Similarly, the VrSr ii
  , represent the coefficient of the 

feature vectors of S and V components of the HSV color space of 

the i
th

 region, and Tri
  represents the texture features of the i

th
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region of the segmented image; VrSr ii
FEFE  , represent the 

feature vectors of the S and V components of the HSV color 

space, and Tri
FE  represents the texture feature of the i

th
 region 

of the segmented image. 

3. PARAMETER ESTIMATION 

In order to fuse the different kinds of futures extracted from a 

region of an image, the parameters of the MLR model have to be 

estimated. To estimate the parameters
ir

 , the least square 

estimation (LSE) method is adopted. The LSE method selects 


  

by which the sum of the squares of the differences between the 

response variable and the predictor variables can be minimized. 

ir
 is the estimate of the 

ir
 , which is estimated as follows: 
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The deviation between the response variable and the 

predictor variables is called residuals. The vector of residuals 

ir
 , contains the information about the unknown parameter 2 . 
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The least square estimate of  is given by, 
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where, 
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For example, let us take i = 1, 
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Similarly, the parameters can be estimated for other regions, 

i.e. i = 2, 3, …, n. 

4. MEASURE OF PERFORMANCE 

In order to measure the performance of the proposed method, 

the F-measure [20] is adopted, which is calculated based on the 

precision and recall values [21], and that are given in Eq.(13), 

Eq.(14) and Eq.(15). 

 
   
    RecallPrecision

RecallPrecision1
measure









F  (13) 

where, 

 
   

ImagesRetrived

ImagesRetrivedImagesRelevant
Precision


  (14) 

 
   

ImagesRelevant
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  (15) 

5. EXPERIMENTS AND RESULTS 

In order to examine the proposed MLR model, different 

types of images considered from the well-known image 

databases such as  Brodatz Album, Corel image database, and 

VisTex image database as proposed in [21], and are used in the 

experiment. The given input query image is segmented into 

various regions according to its structure. For a sample, the 

segmented rabbit image is presented in the Fig.1. 
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Fig.1. Segmented Rabbit image: First row – actual image; first 

image in the second row – rabbit is segmented from background; 

second image in second row – background is segmented from 

rabbit 

The segmented image is modeled to HSV color space. The 

texture features are extracted from the V component of the HSV 

space. The color features H, S, V and the texture feature are 

considered as observation and used in the MLR model expressed 

in Eq.(6). The parameters 
ir

 are estimated, based on the feature 

observations, using the Eq.(9). Using the estimated parameter 

values, the features are fused and it results in the response 

variable
ir

FU . Similarly, the same procedure is adopted in all the 

regions of the query image. After fusing the features of each 

region of the query image individually, it is formed as a feature 

vector, fv. The feature vector is compared with the feature 

vectors in the image feature database based on the Canberra 

distance metric. Kokare et al. [22] performed a comparative 

study among the nine distance metrics, and report that the 

Canberra distance metric yields better results. Thus, in this 

research work the Canberra metric is used to measure the 

distance between the query and target images. The Canberra 

metric is presented in Eq.(16). 
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where, 

 f q
v and t

vf  ˗ feature vectors of the query and target images 

respectively 

i ˗ i
th

 feature 

r ˗ r
th

 image region 

In order to validate the proposed system, the images in 

Fig.3(a) are given as input query image, for which the system 

retrieves the images in the rows against them in Fig.3(b). The 

retrieved output images show that the proposed MLR model 

based feature extraction, and fusion of the features is robust for 

scaling and rotation for both types of images such as texture and 

structure. Since the proposed system extracts the features from 

the fused feature, based on the MLR model, almost it serves 

same as the distributional approach. Thus, the proposed system 

acts as an invariant for scaling and rotation. 

On trial and error basis, a rigorous experiment is conducted 

on the fused features between the query and target images to 

arrive a significant threshold (t) value for Canberra distance 

metric. The experiments result in a range from 0 to 0.15, and the 

retrieved images in the range of 0 to 0.15 are presented Fig.2. 

For this range (t<= 0.15), the proposed system retrieves the 

images which are same or very similar. The user can fix (either 

increase or decrease) the t value according to his requirement of 

a number of images. 

At various levels of significance the test is conducted, and 

the obtained output results are graphically represented, which is 

presented in Fig.3. It is observed from the experiments that the 

proposed fusion method yields better results for structure images 

compare to the texture, but for fine texture images it gives a 

good result compared to the semi-texture (like stone and brick-

wall). Since the structure images are segmented into various 

regions according to its nature, the image data become 

homogeneous and so the model parameters are estimated more 

precise than the texture images. The semi-texture images are 

mixed image data than the fine texture. In the case of semi-

textured images, the images are not segmented so the data are 

mixed (either not homogeneous or heterogeneous). Thus, the 

fused data yield better results for structure and texture (fine) 

images. 

 

Fig.2. Threshold (t) vs. Precision 

6. CONCLUSION 

In this paper, a multiple linear regression based fusion 

method has been adopted and different kinds of images both 

texture and structures have been included in the experiment. The 

model parameters are estimated based on the least-square 

estimation method. If the image is structure, then it is 

segmented; otherwise, the image is considered as a whole image. 

The fused feature vectors of the query image are compared with 

the target images features using the F- measure. The fusion 

based method yields better results for structure images.
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(a) (b) 

Fig.3. Texture (collected from Brodatz Album, Structure images: Images in column 1 – input query images; the images in the row(s) 

against them are retrieved output images; images in the last row are scaled. Images presented in some columns are rotated through a 90 

degrees or 180 degrees or 260 degrees 
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