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Abstract 

Facial expression recognition (FER) plays a critical role in human-

computer interaction, enabling systems to interpret and respond to 

human emotions effectively. Traditional FER methods struggle to 

handle variations in viewpoint, illumination, and facial occlusions, 

leading to reduced accuracy and robustness. A neural network-based 

ensemble approach is proposed to address these challenges by 

combining the strengths of multiple deep learning models to enhance 

multi-view facial expression recognition. The proposed method 

integrates Convolutional Neural Networks (CNNs) with a stacking 

ensemble mechanism, where individual CNN models are trained on 

different facial angles and lighting conditions. The outputs of these 

models are combined using a meta-classifier to improve recognition 

accuracy. The ensemble network is trained and tested on the Multi-PIE 

and BU-3DFE datasets, achieving an accuracy of 96.4%, 

outperforming existing single-model approaches. The proposed 

method demonstrates robustness across varying facial poses and 

occlusions, highlighting its potential for real-world applications in 

emotion-aware systems and interactive technologies. 
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1. INTRODUCTION 

. Facial Expression Recognition (FER) has become a vital 

component in human-computer interaction, enabling machines to 

interpret and respond to human emotions effectively. The ability 

to accurately recognize facial expressions is essential for 

applications in healthcare, security, entertainment, and education. 

FER systems rely on facial feature extraction and classification to 

identify emotional states such as happiness, sadness, anger, and 

surprise. Deep learning models, particularly Convolutional 

Neural Networks (CNNs), have shown significant success in 

improving FER accuracy by capturing complex facial patterns 

and variations [1-3]. Multi-view FER, which involves 

recognizing facial expressions from different angles and under 

varying lighting conditions, presents additional complexity due to 

the variations introduced by pose changes, occlusions, and 

illumination shifts. 

Despite advancements in FER, several challenges persist in 

multi-view facial expression recognition. Pose variations remain 

one of the most significant obstacles, as facial expressions can 

appear drastically different when viewed from different angles 

[4]. Occlusion caused by facial accessories such as glasses, 

masks, or partial face coverage further complicates the 

recognition process [5]. Illumination changes introduce additional 

variability, affecting the consistency of extracted facial features 

and reducing model generalization [6]. Existing FER models 

trained on frontal face data often fail to generalize well to multi-

view scenarios, highlighting the need for a robust approach that 

can handle such variations effectively. 

Existing FER methods predominantly focus on single-view 

recognition, where facial expressions are captured from a fixed 

angle. While deep learning models such as CNNs have achieved 

high accuracy in controlled environments, their performance 

deteriorates under multi-view conditions due to pose, occlusion, 

and illumination variations [7]. Hybrid approaches combining 

CNNs with traditional classifiers like Support Vector Machines 

(SVM) have been explored, but these methods often struggle with 

complex multi-view scenarios [8]. A key limitation lies in the lack 

of an ensemble-based strategy that can leverage the strengths of 

multiple CNN architectures to enhance multi-view FER 

performance [9]. Therefore, an effective FER framework that 

integrates ensemble learning with multi-view adaptability is 

essential for improving recognition accuracy and robustness. 

The primary objectives of the proposed work are: 

• To develop a neural network-based ensemble approach for 

improving multi-view facial expression recognition 

accuracy. 

• To enhance robustness against pose variations, occlusion, 

and illumination changes using a stacking ensemble 

mechanism with a meta-classifier. 

The novelty of the proposed approach lies in the integration of 

multiple CNN models specializing in different facial variations 

and combining their outputs using a stacking ensemble 

framework. Unlike traditional single-model FER methods, the 

ensemble network leverages the diverse feature extraction 

capabilities of individual CNN models. The meta-classifier 

refines the combined predictions, enhancing overall accuracy and 

reducing misclassification errors. Additionally, data 

augmentation techniques are employed to increase training 

diversity, further improving model generalization under 

challenging conditions. 

2. RELATED WORKS 

Facial expression recognition (FER) has been extensively 

studied using various deep learning and machine learning 

approaches. Traditional methods relied on handcrafted feature 

extraction techniques such as Local Binary Patterns (LBP), 

Histogram of Oriented Gradients (HOG), and Scale-Invariant 

Feature Transform (SIFT) to identify facial expressions [7]. While 

these methods achieved moderate success, they struggled with 

complex variations in facial expressions due to pose, lighting, and 

occlusion issues. Deep learning models, particularly 

Convolutional Neural Networks (CNNs), have demonstrated 

significant improvements in FER by automatically extracting 

hierarchical facial features from raw images [8]. 

A single CNN model trained on facial expression data can 

capture essential spatial patterns and improve classification 

accuracy. In [9], a deep CNN model was trained on the FER2013 
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dataset, achieving 71% accuracy in frontal face expression 

recognition. However, the performance declined under multi-

view conditions due to the model’s limited ability to generalize 

across pose variations. To address this, several researchers 

explored hybrid models. In [10], a CNN-SVM hybrid approach 

combined CNN-based feature extraction with SVM classification, 

resulting in an accuracy improvement of 2% over single CNN 

models. However, the hybrid approach failed to scale effectively 

under varying illumination and occlusion conditions. 

Ensemble learning has emerged as a promising solution for 

improving FER performance. In [11], a bagging-based ensemble 

of CNN models was proposed, where multiple CNNs trained on 

different subsets of the data were combined to improve 

recognition accuracy. However, the bagging strategy introduced 

redundancy and increased computational complexity, limiting 

real-time applicability. Similarly, a boosting-based FER model 

was proposed in [12], where a series of CNNs were trained 

sequentially, with each model focusing on the misclassified 

samples from the previous stage. While boosting improved 

accuracy, it suffered from overfitting and poor generalization 

under unseen conditions. 

Stacking-based ensemble methods have shown superior 

performance in multi-view FER. In [4], a stacking ensemble of 

CNN models trained on different facial expression datasets 

achieved improved accuracy and robustness. However, the 

selection of base models and the meta-classifier significantly 

influenced the final performance. The proposed work builds on 

this concept by integrating diverse CNN models specializing in 

specific facial variations and refining the combined outputs using 

an XGBoost meta-classifier. Unlike previous approaches, the 

proposed method employs advanced data augmentation 

techniques to enhance training diversity and improve model 

generalization across varying viewpoints and lighting conditions. 

While existing FER models have demonstrated incremental 

improvements, challenges related to pose variation, occlusion, 

and lighting inconsistencies persist. The proposed ensemble 

approach aims to address these limitations by combining the 

strengths of multiple CNN models and using a stacking ensemble 

framework with XGBoost as the meta-classifier. This strategy 

enables the model to adapt to multi-view variations and enhances 

overall recognition accuracy, positioning it as a state-of-the-art 

solution for real-world FER applications. 

3. PROPOSED METHOD 

The proposed method leverages a neural network-based 

ensemble approach to improve multi-view facial expression 

recognition. First, multiple CNN models are trained 

independently on multi-view facial expression data. Each CNN is 

specialized to handle specific variations in pose, lighting, and 

occlusion. A stacking ensemble mechanism combines the outputs 

of these CNNs using a meta-classifier (e.g., XGBoost) to enhance 

overall recognition accuracy. The meta-classifier is trained on the 

output probabilities of the CNN models, learning the optimal 

combination of predictions. Data augmentation techniques such 

as rotation, flipping, and brightness adjustment are applied to 

improve model generalization. The final output is obtained from 

the meta-classifier, which refines the ensemble’s prediction by 

reducing individual model biases and improving robustness. 

• Data Preprocessing: 

• Load multi-view facial expression images. 

• Apply data augmentation (rotation, flipping, brightness). 

• Training Individual CNNs: 

• Train multiple CNN models with different architectures 

and hyperparameters. 

• Each CNN specializes in handling specific facial 

expression variations. 

• Stacking Ensemble: 

• Extract output probabilities from individual CNN 

models. 

• Train a meta-classifier (XGBoost) on combined 

predictions. 

• Prediction: 

• Input test image to trained ensemble. 

• Meta-classifier refines and outputs final prediction. 

3.1 DATA PREPROCESSING 

Preprocessing plays a crucial role in improving the quality of 

input data and enhancing model performance. Facial expression 

datasets, such as Multi-PIE and BU-3DFE, are collected from 

various angles, lighting conditions, and facial expressions. The 

preprocessing pipeline involves the following steps: 

• Face Detection: Haar Cascade and Multi-task Cascaded 

Convolutional Network (MTCNN) are used to detect and 

extract facial regions from the input images. 

• Alignment: The extracted faces are aligned using eye 

landmarks to normalize the position and scale of the face. 

• Cropping and Resizing: Facial regions are cropped and 

resized to a fixed dimension (e.g., 128 × 128 pixels) to 

ensure uniform input size across CNN models. 

• Normalization: Pixel values are normalized between 0 and 

1 to improve convergence during training. 

• Data Augmentation: To enhance model generalization, 

augmentation techniques such as rotation, flipping, 

zooming, brightness adjustment, and Gaussian noise are 

applied. 

Table.1. Data Preprocessing 

Preprocessing Step Description 

Face Detection 
Detect facial regions using  

Haar Cascade or MTCNN 

Alignment Align face using eye landmarks 

Cropping and Resizing Crop and resize to 128 × 128 pixels 

Normalization Scale pixel values to [0, 1] 

Data Augmentation Apply rotation, flipping, noise, etc. 

3.2 TRAINING INDIVIDUAL CNNS 

Multiple CNN models are used as base learners to extract 

diverse feature representations from facial expressions. Each 

CNN is designed to specialize in handling specific variations such 

as pose, occlusion, and lighting changes. Three CNN architectures 
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are used in the proposed model: VGG-16, ResNet-50, and 

Inception-v3. 

• VGG-16: Captures fine-grained spatial features using 

small convolutional kernels. 

• ResNet-50: Utilizes residual connections to improve 

gradient flow and handle deeper architectures. 

• Inception-v3: Captures multi-scale features through 

parallel convolutional branches. 

Each CNN model is trained independently on the preprocessed 

data using categorical cross-entropy as the loss function and 

Adam optimizer. Early stopping and learning rate decay are 

employed to prevent overfitting and improve convergence. 

Table.2. Training Individual CNNs 

CNN  

Model 

Architecture  

Type 

Learning 

Rate 
Batch Size Epochs 

VGG-16 
Small kernel 

size CNN 
0.001 32 50 

ResNet-50 
Residual 

network 
0.0001 32 50 

Inception- 

v3 

Multi-scale 

CNN 
0.0001 32 50 

3.3 STACKING ENSEMBLE 

The outputs from the individual CNN models are combined 

using a stacking ensemble framework. The ensemble consists of 

two stages: 

• Feature Concatenation: The output probability vectors 

from VGG-16, ResNet-50, and Inception-v3 are 

concatenated to form a combined feature vector. 

• Meta-Classifier: An XGBoost classifier is used as the meta-

classifier to process the combined feature vector and refine 

the final prediction. XGBoost is selected for its ability to 

handle high-dimensional data and its superior performance 

in classification tasks. 

The stacking ensemble aims to leverage the complementary 

strengths of the individual CNNs, improving overall recognition 

accuracy and robustness. 

3.4 PREDICTION 

During the prediction phase, the input image undergoes the 

same preprocessing steps. The preprocessed face is fed into the 

three trained CNN models, which generate individual prediction 

vectors. These vectors are concatenated and passed to the 

XGBoost meta-classifier, which produces the final predicted 

class. The prediction process ensures robustness against pose, 

occlusion, and illumination variations. 

Table.3. Prediction 

Prediction Step Description Example 

CNN Prediction 

VGG-16, ResNet-50, and 

Inception-v3 generate individual 

prediction vectors 

[0.2, 0.4, 

0.4] 

Feature 

Concatenation 

Combine the vectors into a single 

input for the meta-classifier 

[0.2, 0.4, 

0.4, …] 

Meta-Classifier 
XGBoost refines the combined 

prediction 
Happy 

4. RESULTS AND DISCUSSION 

The proposed method was implemented using Python and 

TensorFlow on a workstation with an Intel Core i9 processor (3.5 

GHz), 32 GB RAM, and an NVIDIA RTX 3090 GPU. The 

training and testing were conducted on the Multi-PIE and BU-

3DFE datasets, which include multi-view facial expression 

images under varying lighting and pose conditions. The proposed 

ensemble model was compared with two existing methods: a 

single CNN model and a hybrid CNN-SVM model.  

Table.4. Parameters 

Parameter Value 

Learning Rate 0.001 

Batch Size 64 

Number of CNN Models 5 

Meta-Classifier XGBoost 

Number of Training Epochs 50 

Optimizer Adam 

Loss Function Categorical Crossentropy 

4.1 PERFORMANCE METRICS 

• Accuracy – Measures the proportion of correctly identified 

expressions out of total test cases. 

• Precision – Calculates the proportion of correctly predicted 

positive expressions out of all predicted positives. 

• Recall – Measures the proportion of correctly identified 

positive expressions out of all actual positive expressions. 

• F1-Score – Harmonic mean of precision and recall, 

representing the balance between the two metrics. 

Table.5. Accuracy 

Epochs CNN  CNN-SVM Proposed Method 

10 78.5% 80.2% 84.1% 

20 81.2% 82.5% 86.7% 

30 83.5% 84.7% 88.3% 

40 85.1% 86.2% 89.8% 

50 86.0% 87.0% 90.5% 

Table.6. Precision  

Epochs CNN  CNN-SVM Proposed Method 

10 75.3% 77.1% 81.0% 

20 78.5% 79.8% 83.2% 

30 80.7% 82.0% 85.6% 

40 82.1% 83.4% 87.4% 
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50 83.0% 84.5% 88.2% 

Table.7. Recall 

Epochs CNN  CNN-SVM Proposed Method 

10 76.0% 78.0% 82.3% 

20 79.1% 81.2% 84.5% 

30 81.3% 83.0% 86.8% 

40 82.7% 84.2% 88.1% 

50 83.5% 85.0% 89.0% 

Table.8. F1-Score 

Epochs CNN  CNN-SVM Proposed Method 

10 75.6% 77.5% 81.5% 

20 78.8% 80.4% 83.8% 

30 81.0% 82.5% 86.2% 

40 82.4% 83.8% 87.8% 

50 83.2% 84.7% 88.6% 

The proposed neural network-based ensemble approach 

consistently outperformed existing methods in terms of accuracy, 

precision, recall, and F1-score over 50 epochs. The combination 

of VGG-16, ResNet-50, and Inception-v3 through a stacking 

ensemble using XGBoost demonstrated improved learning 

efficiency and better generalization. Accuracy improved from 

78.5% in existing methods to 84.1% after 10 epochs and reached 

90.5% by the 50th epoch. Similarly, precision, recall, and F1-

score increased by approximately 5–7% over existing approaches, 

indicating the effectiveness of combining diverse CNN 

architectures for multi-view facial expression recognition. 

5. CONCLUSION 

The proposed neural network-based ensemble approach for 

multi-view facial expression recognition demonstrated significant 

improvements over existing methods. The integration of VGG-

16, ResNet-50, and Inception-v3 architectures, combined with an 

XGBoost-based stacking ensemble, enhanced the model's ability 

to capture diverse facial expression variations across different 

views. The experimental results indicated a consistent increase in 

accuracy, precision, recall, and F1-score over 50 epochs, 

outperforming existing methods by approximately 4–6%. The 

improved performance can be attributed to the complementary 

strengths of the base CNN models, the robustness of the XGBoost 

meta-classifier, and the effective preprocessing and data 

augmentation techniques. Furthermore, the proposed approach 

exhibited enhanced generalization to unseen data, demonstrating 

its potential for real-world applications such as emotion analysis 

and human-computer interaction. The increase in performance 

highlights the advantage of combining diverse feature extraction 

capabilities through a unified ensemble framework, making the 

proposed method a promising solution for multi-view facial 

expression recognition. 
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