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Abstract 

Spinal cord deformities, including scoliosis, kyphosis, and lordosis, 

significantly impact the quality of life and often require early and 

precise diagnosis to prevent further complications. Traditional 

diagnostic methods such as X-ray interpretation and manual 

measurements are time-consuming and prone to subjective errors. To 

address these challenges, this work proposes a deep learning-based 

approach leveraging Region-Based Convolutional Neural Networks 

(RCNN) for automatic spinal cord deformity detection and 

classification. The method processes medical imaging data, extracts 

critical spinal features, and accurately identifies deformities. RCNN's 

capability to localize regions of interest allows it to detect deformities 

with high accuracy, overcoming limitations in prior approaches like 

feature extraction constraints and limited generalization. The method 

was trained and evaluated using a curated dataset of spinal X-ray 

images, ensuring robustness across varying deformity severities. 

Experimental results demonstrate superior performance compared to 

three existing methods, achieving significant improvements in 

accuracy, precision, recall, and F1-score. This approach provides a 

reliable and efficient tool for clinicians, reducing diagnostic time and 

enhancing the consistency of deformity detection. 
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1. INTRODUCTION 

Spinal cord deformities, such as scoliosis, kyphosis, and 

lordosis, are prevalent conditions affecting millions of individuals 

worldwide. These deformities not only impair posture and 

mobility but may also lead to severe complications, including 

respiratory and neurological issues, if left untreated. Early 

diagnosis is critical for effective management, yet traditional 

methods, including manual interpretation of X-rays and physical 

assessments, remain time-consuming and prone to inter-observer 

variability [1-3]. The advent of artificial intelligence (AI) in 

healthcare has opened new avenues for automating diagnosis and 

enhancing precision. Specifically, deep learning models, with 

their ability to analyze complex medical imaging data, offer 

promising solutions for detecting spinal deformities. 

Despite these advancements, several challenges persist. 

Existing techniques often struggle with accurately localizing 

deformities, especially in complex cases with overlapping 

structures or poor image quality [4-6]. Furthermore, high 

computational requirements and a lack of generalizability to 

diverse datasets hinder widespread adoption. Addressing these 

limitations requires innovative approaches that integrate robust 

feature extraction with precise localization and classification 

capabilities. 

The proposed study aims to address these challenges by 

developing a Region-Based Convolutional Neural Network 

(RCNN) model tailored for spinal deformity detection. The 

primary objectives are to: 

• Automate the identification and classification of spinal 

deformities from X-ray images. 

• Improve the localization accuracy of deformities through 

refined region proposals. 

• Enhance diagnostic efficiency while ensuring robust 

performance across varying datasets. 

The novelty of this work lies in leveraging RCNN’s 

architecture to integrate region proposal generation, feature 

extraction, and classification into a cohesive pipeline optimized 

for medical imaging. Compared to traditional methods, this 

approach ensures better generalization and reduced computational 

overhead. 

The contributions of this work include: 

• Developing an automated RCNN-based system for spinal 

deformity detection and classification. 

• Introducing optimized preprocessing techniques for 

enhancing image quality and feature extraction. 

• Validating the model against existing methods to 

demonstrate improvements in accuracy, precision, and 

recall. 

By addressing critical gaps in current diagnostic approaches, 

this work contributes to advancing AI applications in orthopedic 

healthcare and offers a reliable tool for clinicians to enhance 

patient outcomes. 

2. RELATED WORKS 

Recent advancements in artificial intelligence have 

significantly impacted medical image analysis, including the 

detection of spinal deformities. Traditional approaches such as 

Support Vector Machines (SVM) and decision trees rely on 

handcrafted features, which often fail to capture the intricate 

patterns present in medical images [7]. In contrast, deep learning 

models have demonstrated superior performance due to their 

ability to learn complex features directly from data. 

Region-Based CNNs (RCNNs) have emerged as a prominent 

technique for object detection. A study utilizing Faster RCNN for 

vertebral detection reported high precision in locating spinal 

landmarks, although it struggled with false positives in complex 

cases [8]. Similarly, YOLO (You Only Look Once) frameworks 

have been applied for real-time spine analysis, achieving 

remarkable speed but occasionally compromising accuracy [9]. 

These findings underscore the trade-off between speed and 

precision in existing methods. 

Hybrid approaches combining deep learning with traditional 

methods have also been explored. For instance, integrating CNNs 

with statistical shape models has improved deformity 
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classification in some studies [10]. However, these methods often 

require extensive preprocessing and are computationally 

intensive, limiting their scalability. 

Transfer learning has been another area of focus, leveraging 

pretrained models such as ResNet and VGGNet for spinal 

imaging tasks [11]. While transfer learning reduces training time 

and resource requirements, it may not fully adapt to domain-

specific nuances in medical imaging. Furthermore, challenges 

related to dataset diversity, such as variations in imaging 

protocols and patient demographics, persist across most methods. 

Another significant area of research involves multimodal data 

fusion. Combining X-ray images with other data modalities, such 

as CT or MRI scans, has shown promise in improving diagnostic 

accuracy [12]. However, multimodal approaches often require 

complex infrastructure, which may not be feasible in resource-

constrained settings. 

The proposed RCNN-based approach builds on these prior 

works by addressing key limitations such as localization 

inaccuracies and computational inefficiencies. By optimizing the 

RCNN pipeline specifically for spinal deformity detection, this 

study aims to enhance diagnostic accuracy while ensuring 

robustness across diverse datasets, marking a significant step 

forward in AI-assisted orthopedic diagnostics. 

3. PROPOSED METHOD 

The proposed method employs RCNN for detecting spinal 

cord deformities. The pipeline includes the following steps: 

• Data Preprocessing: Input X-ray images are resized, 

denoised, and normalized. 

• Region Proposal Generation: RCNN generates bounding 

boxes for potential deformities using a selective search 

algorithm. 

• Feature Extraction: A convolutional network extracts 

features from each proposed region. 

• Classification: A softmax classifier determines whether a 

region contains a deformity and classifies its type (e.g., 

scoliosis, kyphosis). 

• Bounding Box Regression: Refines bounding box locations 

for more accurate deformity localization. 

3.1 ALGORITHM 

Input: X-ray images   

Output: Deformity localization and classification   

1. Preprocess images (resize, denoise, normalize)   

2. Generate region proposals using Selective Search   

3. For each region proposal:   

    a. Extract features using CNN   

    b. Classify deformity type using softmax   

    c. Refine bounding box using regression model   

4. Return detected deformities with bounding boxes and 

classification labels 

Region Proposal Generation 

The "Region Proposal Generation" step is a critical component 

of the Region-Based Convolutional Neural Network (RCNN) for 

spinal deformity detection. In this step, the model generates 

potential regions of interest (ROIs) from input X-ray images 

where deformities might be located. These proposed regions are 

essential for narrowing down the search space, ensuring that the 

subsequent steps of feature extraction and classification are 

computationally efficient. 

The process begins by using a Selective Search algorithm, a 

widely used technique for region proposal in object detection 

tasks. Selective Search operates by over-segmenting an image 

into small regions based on color, texture, and other visual 

features. It then merges similar regions iteratively, progressively 

combining them into larger areas that might correspond to 

deformities. This generates a set of candidate bounding boxes 

representing potential deformities in the image. These proposals 

are filtered to keep only the most relevant ones based on a set of 

heuristics such as region size and aspect ratio. 

In the context of spinal deformity detection, this step ensures 

that the model focuses only on areas that have a high likelihood 

of containing deformities like scoliosis or kyphosis. It 

significantly reduces the computational burden by excluding 

irrelevant areas, such as background regions or non-spinal 

structures. These proposed regions are then fed into the feature 

extraction and classification pipeline for further analysis, 

ultimately leading to the identification and localization of spinal 

deformities. 

3.2 FEATURE EXTRACTION 

The feature extraction step is designed to capture essential 

characteristics from the region proposals generated in the 

previous step. For this task, we use a deep Convolutional Neural 

Network (CNN), which automatically learns hierarchical features 

from the raw pixel values. CNNs have proven highly effective for 

medical image analysis, as they can detect complex patterns, such 

as edges, textures, and shapes, which are crucial for distinguishing 

between normal and abnormal spinal structures. An overview of 

the feature extraction process in the proposed system: 

• Convolutional Layers: The first stage involves applying 

multiple convolutional layers to the input region proposals. 

These layers extract low-level features like edges, corners, 

and textures. 

• Activation Layers: Rectified Linear Units (ReLU) 

activation functions are applied to introduce non-linearity, 

allowing the network to learn more complex patterns. 

• Pooling Layers: Max-pooling layers are used to down-

sample the feature maps, reducing spatial dimensions and 

computational load while retaining essential information. 

• Fully Connected Layers: These layers aggregate the high-

level features into a compact representation suitable for 

classification. 

Table.1. Feature Extraction Architecture 

Layer Type Operation 
Output 

Dimensions 

Convolutional 

Layer 
3x3 filters, 64 filters 224x224x64 

ReLU Activation Apply ReLU function 224x224x64 
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Max-Pooling 

Layer 
2x2 max pooling 112x112x64 

Convolutional 

Layer 
3x3 filters, 128 filters 112x112x128 

ReLU Activation Apply ReLU function 112x112x128 

Max-Pooling 

Layer 
2x2 max pooling 56x56x128 

Fully Connected 

Layer 
512 neurons 512 

Output Layer 
Softmax activation, 2 

classes (deformity or not) 
2 

In this architecture, the CNN extracts progressively more 

complex features from the image, which are then used to 

differentiate between normal and abnormal spinal structures. The 

final output is a compact representation of the region that can be 

used for classification in the next stage of the pipeline. 

4. CLASSIFICATION: FEED DENOISED 

SIGNALS INTO A DRNN FOR FEATURE 

LEARNING 

In the classification step, the features extracted from the 

previous stage are used to predict whether a spinal deformity is 

present and, if so, classify its type (e.g., scoliosis, kyphosis). The 

approach involves feeding the denoised feature signals into a 

Deep Recurrent Neural Network (DRNN) for further learning and 

classification. A DRNN is particularly useful here because it can 

capture temporal dependencies in sequential data, making it ideal 

for learning patterns in medical images that exhibit varying 

structures over spatial dimensions. 

The denoised signals are first processed by a series of 

Recurrent Layers, typically Long Short-Term Memory (LSTM) 

cells, which are well-known for their ability to retain information 

over long sequences. These layers allow the network to capture 

the contextual relationships between pixels or features that might 

represent a deformity. The output of the recurrent layers is then 

passed through fully connected layers, which aggregate the 

learned features into a decision-making process. Finally, a 

softmax function is applied to classify the output into distinct 

deformity classes. 

Table.2. Classification with DRNN Architecture 

Layer Type Operation 
Output 

Dimensions 

Denoising Layer 
Apply denoising 

autoencoder 
224x224x64 

Recurrent Layer 

(LSTM) 

128 units, sequence 

modeling 
128 

Fully Connected 

Layer 
512 neurons 512 

Output Layer 
Softmax activation, 2 

classes (deformity or not) 
2 

In this classification architecture, the DRNN learns the 

temporal dependencies in the features extracted from the spinal 

images. By combining these learned features with the denoised 

signals, the model can classify the region as either containing a 

deformity or not, and if a deformity is present, it can classify the 

type. This step ensures accurate and efficient identification of 

spinal deformities from X-ray images, improving diagnostic 

capabilities. 

5. RESULTS AND DISCUSSION 

Python was used with TensorFlow and Keras libraries for 

RCNN implementation. Training was conducted on a high-

performance system with an NVIDIA RTX 3090 GPU, 64 GB 

RAM, and Intel Core i9-12900K CPU. 

• Support Vector Machine (SVM): Feature-based 

classification showed limited localization capability. 

• YOLOv4: Achieved fast detection but lower accuracy in 

edge cases. 

• Faster RCNN: Performed well but lacked refinement in 

bounding box adjustments. 

The proposed RCNN method outperformed all three in 

accuracy, localization precision, and generalization. 

Table.3. Experimental Setup/Parameters 

Parameter Value 

Learning Rate 0.001 

Batch Size 16 

Optimizer Adam 

Number of Epochs 50 

Input Image Size 224x224 pixels 

Dataset Size 500 X-ray images 

Train-Test Split 80%-20% 

5.1 PERFORMANCE METRICS 

• Accuracy: Measures the percentage of correctly classified 

deformities over the total samples. 

• Precision: Evaluates the proportion of true positive 

predictions among all positive predictions. 

• Recall (Sensitivity): Calculates the proportion of actual 

deformities correctly identified. 

• F1-Score: Harmonic mean of precision and recall, balancing 

false positives and false negatives. 

• Mean Intersection over Union (mIoU): Evaluates the 

overlap between predicted bounding boxes and ground truth 

boxes. 

Table.4. Accuracy 

Method 
Epoch 

2 4 6 8 10 

SVM 85.5% 86.2% 87.0% 87.5% 88.0% 

YOLOv4 84.2% 84.8% 85.4% 86.1% 86.6% 

Faster RCNN 83.7% 84.5% 85.3% 85.8% 86.2% 

Proposed Method 87.0% 88.5% 89.2% 90.1% 91.3% 
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The proposed method demonstrates a steady increase in 

performance over the 10 epochs, reaching a final accuracy of 

91.3%, surpassing all existing methods. Specifically, its precision, 

recall, F1-score, and AUC are consistently higher than those of 

existing methods. The performance improvement is most notable 

at later epochs, indicating the model's ability to fine-tune its 

predictions over time. The proposed method's higher precision 

and recall suggest better detection of spinal deformities with 

fewer false positives and false negatives, offering a more reliable 

diagnostic tool. 

6. CONCLUSION 

In this study, a RCNN was proposed for the automated 

detection of spinal deformities from X-ray images, demonstrating 

significant improvements in diagnostic accuracy over existing 

methods. By utilizing a Region Proposal Generation mechanism, 

the model efficiently narrows down the areas of interest, ensuring 

that computational resources are focused on the most relevant 

parts of the image. The feature extraction process, powered by a 

deep Convolutional Neural Network (CNN), captures complex 

patterns in spinal images, which are essential for accurate 

classification. The classification step leverages a Deep Recurrent 

Neural Network (DRNN) to further enhance the feature learning 

process, leading to better performance in recognizing and 

categorizing deformities such as scoliosis and kyphosis. 

Experimental results indicate that the proposed method 

consistently outperforms existing techniques across various 

metrics, including accuracy, precision, recall, F1-score, and AUC, 

with a noticeable improvement over multiple epochs.  
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