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Abstract 

Within the proposed system Deep Neural Network (DNN) is employed 

to get the speech features of target speaker and interfere for speech 

separation. This paper focuses on separating the target speech signal 

from the inputs during this system a regression approaches via deep 

neural network (DNN) for unsupervised speech separation during a 

single channel setting. This technique is believe a key assumption that 

two speakers might be well segregated if they're not too almost like one 

another. To demonstrate that the space between speakers of various 

genders is large enough to require possible separation. Then proposed 

DNN architecture having two outputs, from that one representing the 

feminine speaker group and another one is male speaker group. Finally 

the trained and tested DNN dataset performs the speech separation of 

the target speech. 
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1. INTRODUCTION 

In the recent speech separation challenges the task of speech 

separation is extremely important in sort of applications like 

Automatic Speech Recognition (ASR).The speech separation is 

aims to separate the speech signal from the target signal and also 

separate the speech signal from noise, during this system 

formulate the matter of two mixing speakers as, 

 Xm = Xt + Xi  (1) 

where, 

Xm = mixed speech signal 

Xt = target speech 

Xi = interfering speakers 

Number of various approaches are proposed in literature under 

various assumptions. During this study the DNN based regression 

model is employed to find out the complex mapping function 

from noise and to urge clean speech. Nonlinear DNN based 

regression models using multi-condition training data of various 

key factors within the noisy speech which incorporates speakers, 

noise types like female or male and signal to noise ratios (SNRS). 

The DNN is employed to model the highly nonlinear mapping 

relationship from mixed speech to the target signal and interfering 

signal or noisy signals during a supervised or semi supervised 

mode. Within the supervised mode, we all know both the target 

and interfering speakers; While within the semi supervised mode, 

the target speaker is understood and therefore interfere is assumed 

to be unknown [1] [3]. 

In this system use the DNN approach for unsupervised speech 

separation of two speakers where both the speakers are unknown 

and relates this feasibility to some speaker distance measures i.e. 

the larger distance between competing speakers of mixed 

speakers might be separated. During this system a deep neural 

specification with dual output, where one representing the male 

speaker group and another one is representing the feminine group. 

In the other words DNN acts as a gender separator to segregate 

co-channel speech effectively [2].  

1.1 DNN BASED SPEECH SEPARATION 

DNN may be a feed-forward multilayer perception with 

number of hidden layers. It is been widely used for the task of 

classification within the speech recognition, object detection and 

image processing. For the speech enhancement, DNN was 

adopted as a regression model to find out the connection between 

noisy and clean speech. Here the DNN architecture was applied 

to speech separation in unsupervised mode [4] [11]. The DNN 

architecture illustrated in Fig.1 and Fig.2. 

 

Fig.1 DNN architecture fronted for gender mixture detector 

 

Fig.2. DNN based speech separator 

The Fig.1 and Fig.2 shows that the DNN architecture for male 

and feminine speech separation. The DNN architecture has dual 

outputs for both female and male speaker groups within the 
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current frame gives the input features of mixed speech with 

multiple neighboring frames. The input is mixed by different 

genders speech of arbitrary speakers while output refers to the 

separate speech segments of male and feminine speaker group. 

This architecture has the advantages that these are avoids the 

restrictions of abundant data of the target speaker which is 

required to develop the speaker dependent models. Also this 

technique is capable of providing perceptually relevant 

parameters. Also the proposed DNN architecture improves the 

continuity of estimated clean speech [5] [6]. 

2. MATERIAL AND METHODS 

The Fig.3 shows the proposed system architecture which is 

predicated on DNNs for speech separation. Very firstly construct 

four speaker clusters M1, M2, F1 and F2 with the training speaker 

data from each of the four groups. Then the gender mixture 

detector is implemented by a DNN with four outputs which are 

like four speaker groups [7], [8]. Then finally the speech mixtures 

of various combinations are adopted to coach the set of DNN 

separators. Within the proposed system three DNN separators are 

used which incorporates MM, FF, and MF separators to hide all 

the possible gender combinations [7].  

 

Fig.3. System Architecture 

Then within the separation stage the feature extraction were 

done. The feature extraction stage firstly processed mixed speech 

by using gender mixture detector which is beneficial to work out 

sort of gender combinations. Then after this the speech separation 

is conducted with the corresponding DNN separator obtained 

within the training stage [14]. 

 

 

3. EXPERIMENTAL SETUP 

For the evaluation of the method take randomly selected some 

different gender mixtures having a number of male female and a 

few of female male combinations from the entire SSC test set 

referred as two talker mixtures with signal to noise ratio. Then 

built DNN in total which were trained on different speaker groups. 

All the utterances of male and feminine speakers within the 

training set were wont to train each DNN. Then it had been 

evaluated on the speech mixtures of the opposite unseen male and 

feminine speakers. 

3.1 TRAINING DATASET 

Within the total SSC corpus there have been 10 Female and 

10 male speakers. From that only pick small subset to coach the 

gender mixture detector and speech separator. 5 speakers were 

randomly chosen from each of the four groups that were M1, M2, 

F1 and F2. The F1 and F2 speaker groups were used for FF 

separator training while the M1and M2 speaker groups were used 

for MM separator training. And for the M1+M2 male group and 

F1+F2 female group were adopted to coach MF separator 

training. Then of these combinations were finally wont to train the 

gender mixture detector. For the noise reduction from the speech 

signal the utterances are taken randomly selected human voices. 

Noise is that the different random audio which is mixed within the 

training audio data. The audio signal mix with different noise 

signal is employed as testing dataset. At the time of testing the 

noise part is employed are different to make sure the testing and 

training data are distinct from one another. 

4. RESULTS 

The output of the system is to get original signal from mixed 

audio signal. The wave forms of all speech separators are shown 

below. Output of the system is to get female and male speech 

separately from the mixed speech for two samples shown below. 

 

Fig.5. Separation of speech 

5. CONCLUSION 

The proposed system may be a DNN based gender mixture 

detection framework for unsupervised speech separation which is 

motivated by the analysis of speaker dissimilarities. Here the 
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importance of DNN based detector and therefore the comparison 

of various gender mixture combinations are conducted. The 

proposed system is that the demonstration of applying the deep 

learning technology to unsupervised speech separation which 

challenging open problem.  

During this study the DNN module is employed which has 

multiple hidden layer which is nothing but the deep network and 

therefore the speech is separated by using DNN architecture. The 

DNN architecture shows the higher results of unsupervised 

speech separation. 
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