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Abstract
One of the most important and major challenging issues of wireless sensor networks is the tracking of mobile targets. The network continuously reports the spatial information of moving objects during specified periods to the base station. In this paper, by introducing new a protocol with two versions, of which, one of them is based on dynamic clustering with a focus on the base station, and the other is based on a predictive system for increasing the tracking accuracy of the objects movement and decreasing the energy consumption as well. In this paper, the task of clustering involves in determining the cluster heads, the number of cluster members, the selection of cluster members, and managing the activation of the nodes that are done by the base station. On the other hand, given that the base station is outside the field of wireless sensor networks and is connected to an unlimited power source. The second version of the proposed protocol is based on a predictive algorithm that was inspired from the first proposed version in the role of the base station node by a prediction method. In this paper, three heuristic models are introduced to select the speed and direction in prediction models. They are instant, average and exponential-average models. These models can track the relevant targets more accurately and reduce the number of missing targets. The simulations are done in different scenarios in a custom developed tool. The results of simulation show a good performance of them in the network lifetime and target tracking applications.
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1. INTRODUCTION

Today, Wireless Sensor Networks (WSNs) are a vital research area and are consist of many small, cheap and limited source sensor nodes that are often working in the distributed environments. In the network environment, sensor nodes sense events via sensing unit, collect and process their data via the processing unit, and transmit them to BS/neighbor nodes via transceiver unit. One of the reasons of these networks attempt to balance the energy dissipation and bandwidth. These networks have self-managing property so they can adapt in different conditions by various protocols. Thus, adaptive protocols implementation is an important issue in network design. For this reason, the resource limitation of sensor nodes is significant factor in the design phase. The designer must have enough information about design factors, communication architecture and stack protocol of the WSNs in designing appropriate protocols. The design factors in the WSN are standard in the protocols implementation. In fact, they play a guideline role and designers can use them even to compare with other models. They are usually reliability, topology, scalability, power consumption, data reports, and transmission media. The WSN stack is consists of five layers and three planes. The layers are physical layer, data link layer, network layer, transport layer, application layer [1]. The planes are power management plane, mobility management plane and task management plane.

The WSNs are widely used in various applications. The first research in this field was inspired by military applications. In addition, they can be used in the fields of urbanization, agriculture, medicine, mines [1-4]. In the network environment, sensor nodes sense events via sensing unit, collect and process their data via the processing unit, and transmit them to BS/neighbor nodes via transceiver unit. One of the reasons of development and progression of the WSNs is using the inexpensive, small, and affordable sensor nodes [5]. The paper focuses on the use of these networks in detecting and tracking moving objects so it is often used in the military applications [6]. The military applications are many various such as monitoring the war zones, monitoring the forces and operational area of the enemy, collecting information on the arrival of alien forces and the detection of chemical attacks [7]. In addition, the target tracking based applications in the military area can be too much for example, region monitoring and controlling, search for relief, tracking soldiers and cars [7]. The location of the sensor means finding a location with a high precision object is also important as target tracking. Finding the wireless nodes positions and tracking of the mobile targets have become two important areas in the use of wireless sensor networks. Tracking of mobile targets involves finding locations for moving targets using wireless sensors with specific situations.

In the section 2 is discussed the related works about wireless sensor networks and target tracking issue. In the section 3 is introduced a new protocol in two versions that both are based on target tracking applications. The results of simulation and evaluation are explained in the section 4. Last section presents the conclusion and future works of the paper.

2. RELATED WORKS

Most protocols presented in these networks attempt to balance the accuracy between tracking accuracy and energy consumption [8-11]. In these networks, the active keeping of all nodes continuously are cause increasing the tracking accuracy and, of course, maximizing energy consumption in the network. The different protocols presented [12] to solve this problem have tried to avoid waking up sensors that are not involved in the tracking process by using techniques such as selective wake up methods or using predictive approaches to find the next target location. In addition to detecting targets in sensory sensors, another challenge in target tracking is report of the found targets to the Base Station (BS). In protocols that emphasize tracking accuracy and do not adequately track by a single node, clustering or tree formation is the best solution for avoiding energy dissipation and bandwidth.
In these protocols, an attempt is made to form a tree or a cluster in the region where the target is observed. Then, the data sensors are sent to the cluster head or root of the tree and, after aggregating the related data, transmit to the BS as a single report. It should be noted that these algorithms are repeatedly implemented for the continuous mobility of the target. In fact, the structure of the used tree or cluster in most of the proposed protocol is dynamic. In this paper, the tracking application has been investigated in both aspects. Indeed, target detection with limited number of the sensor nodes and cluster formation to send reports to BS. Therefore, by providing solutions, we will be able to solve both issues more effectively than previous protocols. In order to achieve this goal, strategies for designing networks in target tracking should be considered. First of the strategies is instant strategy [13, 14]. In this model, all sensor nodes are constantly in active mode to monitor their detection area. Under these conditions, objects in the network will always be detected during tracking process and the collected data will be reported to BS with their locations in every T second. Other strategy is monitoring based on synchronizations [15, 16]. In some applications that do not need to be used to report the momentum of sensed information, this strategy can be used. In this strategy, assuming that all sensor and BS nodes are well synchronized, all sensor nodes can go to asleep and they switch to wake up when it’s time to monitor the area of diagnosis and send the report. The other strategy is continuously monitoring [17]. In this model, only active sensors whose targets are in the area where they are diagnosed. Therefore, all sensors in the network do not wake up alternately and do not cover the entire field. An active sensor monitors the target until the target enters the neighboring area. In other words, the node leaves the tracking of the target as soon as that target entries to its neighbors' region. The fourth strategy is dynamic clustering [18]. In this model, the nodes are divided into two categories, the nodes with the high-energy and low-energy. In the forming of each cluster, high-energy nodes are used as Cluster Heads (CHs) and from nodes close to it are used as members of that cluster. The members of the cluster sense the data in the environment and send it to their CHs. The related data will be transmitted to BS after data aggregation by CHs. In this process, the sensor nodes will have spent their batteries, so, the nodes that play more roles in the data sharing process will be discharged the batteries earlier and this is more natural. In this case, management of low-energy nodes and redeployment of the clusters and re-election of CHs are solutions to be done. To prevent the loss of the target, CHs should keep the environment steadily. Therefore, the CH task is more important than the other hierarchy based sensor network applications. The last strategy is based on prediction [19, 20]. Sensor nodes use this model to predict the next target location. The nodes use the wake-up mechanism to wake up their neighbors before the target exits from the node's sensory area and enters to the node’s adjacent region. If the protocol loses the target, the repair algorithm runs over the entire network as alternative solution.

Clustering of sensors is done to facilitate the processing of shared information in tracking targets in the WSNs. The dynamic clustering method is used to cluster formations, CH elections and management of shared channel. In generally, the characteristics of the cluster include the size of the cluster, the area that it covers and the number of clusters. In the dynamic clustering methods in the target tracking based applications, many approaches use the classical exist algorithms and methods and the number of new work studies in this area is low. The related protocols must be having several steps to cluster formation and establish links between nodes such as select the CH nodes, selection of some nodes for target tracking as tracker, selection of nodes to provide information for the newly selected cluster node, and update old tracking information at different times. Each CH node provides a packet that contains the individual energy and password of the detected signal. In addition, it receives sensor responses for cluster processing, it estimates the target position based on positioning algorithms.

3. PROPOSED PROTOCOL

The proposed method is based on a prediction based monitoring model in a hierarchy structure. In this section, we introduce two versions in our protocol for mobile target tracking that in first version, the target tracking and management of it is done by BS node in a hierarchy structure. The second version uses an artificial method based on heuristic models to prediction targets. The model of system is based on a decentralized architecture that the network area is divided to clusters. The network task is target tracking. In each cluster, one sensor node is selected as cluster head. It collects its cluster member data and transmit to base station node in order to data analyzing or monitoring. In this model, role of the base station node is very important so it plays the backbone role in the network. It is introduced in the bellow part of the paper. Then, a method is proposed that it is based on a predictive algorithm. It is inspired from first version and many of its assumptions are based on the TTDCBS. The major difference is that it predicts the movement of the targets based on the heuristic functions. A brief summary of this model is shown in Fig.1.

![Fig.1. A brief of the proposed model in target tracking based applications](image)

3.1. FIRST VERSION OF PROPOSED PROTOCOL

The first proposed version is based on target tracking in dynamic clustering structure with management of base station node (TTDCBS). The main idea is to exchange more calculations against the production of predictive models to save on the number of transmission and in result increasing network lifetime. The energy used to send a packet is, on average, several times the energy consumed in receiving it. On the other hand, consumption energy in receiving a packet is far higher than the amount of
energy consumed in execute a command. Therefore, reducing the number of high-energy operations is necessary. The proposed method, in addition, transmit the tracked data in each round to the BS, so that the BS is aware of the target current position. Any nodes and CHs aggregate these data, so, the volume of transmitted data to BS will be not high, and will be prevented of the redundant and supererogatory data. Given that the base station is outside the field of wireless sensor networks and is connected to an unlimited power source, it can increase the power of its transmission when needed and send its information to distant distances. By considering this capability and given that the target spatial information is reported to the base station at any one moment, the base station is interfered in the clustering process and it has important role in the network.

Due to the nature of broadcasting in the wireless communications, all sensors are able to hear the information that are transmitted via BS node. In the proposed method, only the sensors receive information that has already been triggered and their status change to awake. The model of wake up is inspired of [1, 27] methods as is shown the flowchart of it in Fig.2. Therefore, in the BS transmission, only sensors that are in an awake state consume energy. Since the sensor nodes report the estimated position of the target in specific rounds, the BS can handle a portion of the load of the tracking process with the presence of a wireless sensor network arrangement and the estimated position of the target. In the proposed method, besides this task, it can be used in other operations such as cluster creation and the role tracking process.

![Flow chart of the adaptive dynamic sleep time control](image)

**Fig.2. Flow chart of the adaptive dynamic sleep time control [27]**

Clustering is one of the required operations in aggregation and fusion. The problem in dynamic clustering algorithms is that clustering must be restarted when the target repeatedly changes its location and it is mobile. Therefore, the energy consumption will be increased and consequently the efficiency of these algorithms will be decreased. In the proposed algorithm of this paper, cluster overhead is reduced by using the base station. In this method, whenever there is a need for re-clustering, the BS determines the new cluster head and new cluster members by sending a “cluster formation” message. The BS selects a node as CH that it is the nearest node to estimated target position and a number of its neighbors that has in one hop with new CH node chooses as members of its cluster as is shown in Fig.3.

![A snapshot of the target tracking](image)

**Fig.3. A snapshot of the target tracking [23]**

Then, the BS creates a “cluster formation” message containing new cluster information such as cluster identifier and new members and broadcasts it on whole of the wireless sensor network. The base station sends its data in a single hop with high power at a frequency of 868MHz. The sensors receive information from base station by three-dimensional cube antennas as is shown a sample view of it in Fig.4. With this antenna, it is possible to use mixed from facilities of RFID technology and other small and range based wireless devices. The cubic antenna is three-dimensional and very compact with dimensions of $3cm \times 3cm \times 3cm$, the length of each dimension is as large as $\sqrt[3]{11}$. The cube shape of the antenna allows the sensor equipment to be cleverly and easily packaged in an empty space inside the cube. As mentioned, their frequency bands are 868MHz so, both the use of this frequency and the use of a three-dimensional antenna will enable the base station to perform long-term broadcasts quickly and shortly. Therefore, the role of the BS can be bold inside of the network as a backbone. It can be use in the different application areas especially in the target tracking based applications.

![A view of the antenna](image)

**Fig.4. A view of the antenna used in the proposed protocol [18]**

Sensors activated in the field receive a clustering message and extract the information and then the clustering phase is completed. The BS determines which sensor should be the new cluster head using the received information from the new target location. Indeed, the proposed method can be used in areas where targets are intense and mobile. The BS announces the CH and new members to awake sensors. If any error in the sensor node cause to data lost, the recovery operation is called. This operation continues until the BS finds the related target. Therefore, the suggested algorithm has suitable performance in fault tolerance. Since the base station is responsible for clustering and tracking guidance, it has good knowledge about the energy level of each node. It uses this information in the clustering and prevents in
selection low battery sensor nodes as CH. In addition, it can do not awake some nodes that their energy is in critical level.

The BS calculates the target location after receiving information from the sensor fields. The closest node to the estimated target location is the CH candidate. However, the energy level of this node should be greater than the threshold (α). If the energy level of the node is less than the threshold, then the nearest next node will be to the estimated target location as the candidate node. Of course, this node should also have a threshold limit. This process continues until a candidate reaches the energy condition, otherwise, the BS reduces the amount of (α) to half the current value. By narrowing the area, it can quickly select the CH and increase the likelihood of the target being caught. Then, the BS again examines the candidate nodes one by one until it finds the suitable cluster head and a number of its neighbors that has in one hop with new CH node chooses as members of its cluster.

The number of cluster members depends on the need for use, which directly affects tracking accuracy and energy consumption. In the proposed protocol, the number of cluster members in the base station is determined and so, the BS can reduce the number of cluster members at any moment in the tracking process. It should be noted that the change in the number of cluster members directly effects on tracking accuracy, number of transmission between the nodes of each cluster, and most importantly, on energy consumption.

In the case of the members of each cluster, as well as the CH selection, the energy condition must be respected and the energy level of the cluster members must be greater than the predetermined value (β). The BS will look for n nodes (number of cluster members) with an energy level higher than (β). If it does not find such n nodes, then the value of the threshold (β) is reduced by half its current value, and again it tries in finding the n neighboring node. On the other hand, the proposed algorithm prevents the load balancing problem that is discussed in [21, 22] The BS must first wake up the cluster node and the cluster members by trigger and prepare them to receive information in order to receive the clustering message. Because all sensors automatically return to a sleep state after certain periods. It transmits the “cluster formation” message, which includes the new cluster head ID and address, on the wireless sensor network in order to it can introduce the new CH to nodes. In this protocol, subsequently, other awakened nodes that does not selected as cluster heads can be selected as a CH.

In this protocol, sensory radius of sensors is equal to RS and sensor sensing information by St is named St(T) that is calculated by Eq.1) [23]. The sensor nodes can detect it when the sensor senses the target. Also, d(S, T) shows the distance between target node (T) and the sensor node (Si).

\[
S_i(T) = \begin{cases} 
1 & \text{if } d(S_i, T) \leq R_i(i) \\
0 & \text{otherwise}
\end{cases}
\]  

(1)

Finding the target position is based on broadcasting that is calculated by Eq.(2). With the assumption that the T target is in the coordinates of [X, Y], all sensors that are located in circuits in the center [X, Y] and Radius (R) can detect the target. Generally, the center of gravity of the sensors that can detect the target can be an appropriate estimate for the target location, where, \((X, Y)\)

and \(n_{sd}\) are the coordinates and number of sensors that identify the mobile target.

\[
\begin{align*}
\bar{X} & = \frac{1}{n_{sd}} \sum_{i=1}^{n_{sd}} X_i \\
\bar{Y} & = \frac{1}{n_{sd}} \sum_{i=1}^{n_{sd}} Y_i
\end{align*}
\]  

(2)
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differentiate the results of the predictions. In this paper, three
heuristic models are introduced to select the speed and direction
in prediction models. One of the heuristic methods is instant
heuristic. In this method, the BS assumes that the moving target
maintains its current speed and current path until the next period.
This heuristic is very simple, because the base station does not
need to know the history of the target movement. Second method
is average-heuristic model. It allows to BS that get the speed and
direction of the target for the next period by recording a section
of the history of the target movement. In this model, averages of
the history are used in calculations. Mostly, the average heuristic
method works better than instant heuristic method. The number
of records of motion history depends on factors such as the
amount of delay and tracking accuracy required for application.
Last model is exp-avg heuristic. This heuristic attributes different
weights to different stages of motion history. In contrast to
previous heuristics, this is not only able to control the weights of
a history of motion, but can predict the future outcome of the goal
better than the previous two models.

Naturally, in each case, predictive methods are not error-free.
In order to correct predictive errors, a set of destination nodes will
awaken to help with the target tracking process. A wake-up
mechanism that determines the membership of cluster members
based on different levels of conservatism is presented in Fig.7.
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\caption{Workflow of proposed method in sensor node side [23]}
\end{figure}

The Fig.5 and Fig.6 present the steps of the proposed method
that the framework in both BS and sensor node side. At the
beginning of this algorithm, all nodes are in active state and it is
assumed that the target is within the sensory region. When one or
more nodes observe the target nodes in their sensory area, they
wait for a random time as called back off time in order to avoid a
collision in channel and then send the sensed data to the BS node.

\section*{3.2. Second Version of Proposed Protocol}

On the other hand, in this paper is introduced a predictive
algorithm as second version of the proposed protocol. It is
inspired from first version and many of its assumptions are based
on the TTDCBS. The major difference is that it predicts the
movement of the targets based on the heuristic functions. The
name of the second version of the proposed protocol is target
tracking based on base station node using prediction method
(TTBSP).

The prediction results on the movement and destination of
the mobile target directly affect the probability of choosing cluster
members. If the prediction is correct, a smaller number of cluster
members will need to be active, and naturally, the overhead will
be reduced. In this section of the paper, an instant prediction
model is proposed that the target movement remains constant for
a given period (round). Thus, the BS can predict the target
movements and destination node. The node that ultimately ends
up is called the destination node. These predictions take place
regardless of the speed and direction of target movement in this

\begin{figure}[h]
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\caption{Proposed heuristic models for the wake up mechanism}
\end{figure}
Between these heuristic models, the model based on all neighboring nodes is more conservative than the other models. Because it assumes both the direction and the predicted speed can be error-prone. The destination and path heuristic models are more energy-efficient, because they assume that at least one of the predictions is correct and, as a result, they will wake up with less nodes. It is intuitively clear that, with the increase in the number of active nodes, traceability is performed at a higher quality, and the probability that the moving object will be lost is also reduced. However, increasing the number of nodes in the network means increasing energy consumption. However, remember that if a track of target is loss, it will need to wake up all nodes in a very high-consuming process.

The proposed predictive algorithm is used to identify the CHs that will be located on the target's path according to the heuristic values. Therefore, these cluster heads can use this information to lead of the suitable sensors for target tracking purposes. After the BS predicts the next location of the target, the first node, which is close to the target-oriented site and has the required energy, is awakened as the head of the cluster by proposed predictive algorithm. In addition, it awakes the nodes that are near to selected CH nodes as new member of the cluster. The number of members of the new cluster is managed by the BS, which has a direct impact on the accuracy of tracking the target. The new CH provides information about target location predicted from the BS node and immediately selects three sensors (if possible) such that their distances to the predicted location are less than the normal radius r. After selecting the three sensors, the BS sends them a wake-up message to track the target. If it is not able to find the target in this sensory radius, it must awake other suitable sensors within the radius R. In addition, if it still fails to reach the target in this radius, the BS awakes the adjacent CHs.

This protocol cannot guarantee that the reports success rate will be 100%, unless it awake all nodes like the scheduled monitoring pattern. In this pattern, you do not need to report sensed information at any moment. Here, it is assumed that all sensor nodes and the base station are well synchronized and all sensors can switch to sleep mode. They will wake up when the time for monitoring the area of diagnosis and reporting has come. Assuming we define every round of network in T seconds, all sensor nodes are activated for X seconds and then will be switched to sleep mode for (T-X) seconds.

When ACK packets or target is lost, data retrieval can be important in the shortest time with minimal energy consumption. The proposed retrieval algorithm calls the tracking operations that has faced with failure. The BS attempts to calculate the target recovery board (Rr) and wakes up all the nodes in this interval. When the BS completes the “cluster formation” message, the counter of the target's loss will activate, and thus the target retrieval process begins. If a base station does not receive any report from the CH before the expiry of the counter, a target lost event has occurred. In this case, Rr is calculated based on the latest speed and maximum target acceleration. The BS awakens all the nodes in the radius (Rr) coverage, but no message is sent to the sensors field. The meaning of this status is considered to be the “loss of target”. If the BS succeeds in recovering, the normal tracking process is restored, otherwise the recovery radius doubles to its current value and the BS awakens the nodes within the new radius and will seek the target. This process continues until the main station reaches the target or the network life is over.

The network sensors, as soon as they receive the wake-up trigger from the BS, change their state from sleep to awake and wait for the message “cluster formation”. If the sensors do not receive any messages, each sensor detects the target in its sensory range and separately sends related data to the BS in a multi-hop transmission method. Due to the ease of clustering in the proposed method, the algorithm presented in wireless sensor environments is much more efficient and energy efficient. In addition, it has a good performance in the target tracking so the probability of missing the target is very low.

4. SIMULATION AND EVALUATION

Simulation and evaluation of the results for the both proposed methods have been evaluated in two groups. In the first part, the effect of increasing the number of nodes on different simulation parameters has been investigated. The proposed methods (TTBSP and TTDCBS) are compared with the DCTC [8] protocol. The reason why DCTC is chosen for comparison is that, firstly, this protocol has a very good performance in target tracking in hierarchical based networks. Another reason is the similarity of the algorithm to our work in terms of clustering structure. In the second part, the number of cluster members and its effects on the simulation parameters have been considered. In this section, the number of nodes is constant. In the simulations, distribution of nodes is random. In addition, each simulation scenario is repeated 1000 times and in each repetition of the experiment, the sensor nodes are in a different layout than the previous layout.

We also developed the required simulation software in the C# environment to evaluate the validity of the proposed algorithms and to compare these protocols. The Fig.8 shows a snapshot of the implemented program as simulation tool. In the implementation, the possibility of a collision between the packets is not considered because the tracking application at any moment only involves a small area of the sensor network field in the process of processing. In simulations, the movement model is a Random Way Point (RWP) [24]. In general, this model is used in the target tracking based applications. In implementing this model, the movement speed of the target can be random and constant. However, after stopping at a point and moving to the next random point, the target speed can be varied by 4.6 ± m/s². Maximum target speed is 20m/s.

Fig.8. Custom Simulation Platform
In this study, we simulated a wireless sensor network, including a set of sensors that were randomly developed in an area of 400x400 square meters. It is assumed that the BS is located at the point = (0, 0) (X, Y) and away from the network of sensors. In addition, considering that the location of the algorithms can be calculated by calculating the nodes, it is assumed that the BS is aware of the location of the sensor nodes. Each sensor node is able to detect a moving target within its sensory range. It can also communicate with neighboring nodes within the communication board, and can perform simple calculations. In this paper, the sensory band Rs is 25m and the Rr is 50m. The target is moving at a maximum velocity \( V_{max} = 20m/s \) in accordance with the RWP. The initial energy of each sensor is 3J, the energy consumption in the send state is 0.175μJoule, and in the receive mode is 0.035J and in the sensing mode is 1.75μJoule. All these values are taken after studying and comparing several valid papers from [25]. The related parameters and its assumptions are shown in Table.1.

To prove the efficiency, the methods are compared with the DCTC tracking method from the point of view of network lifetime, tracking error, and the number of missing targets.

Table.1. Radio specification and its parameter values for simulating proposed protocols [26].

<table>
<thead>
<tr>
<th>Vocabulary</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold distance for Friis release model and two-ray diffusion model</td>
<td>( d_{cross-over} )</td>
<td>( \frac{4\pi h \lambda}{\lambda} )</td>
</tr>
<tr>
<td>Transmit Power</td>
<td>( P_t )</td>
<td>( \epsilon \text{ fris-amp } R_t d^2: d &lt; d_{crossover} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \epsilon \text{ two-ray-amp } R_t d^4: d \geq d_{crossover} )</td>
</tr>
<tr>
<td>Receive Power</td>
<td>( P_r )</td>
<td>( \epsilon \text{ fris-amp } R_t G_t G_h \lambda^2 (4\pi)^2: d &lt; d_{crossover} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \epsilon \text{ two-ray-amp } R_t G_t G_h \lambda^2: d \geq d_{crossover} )</td>
</tr>
<tr>
<td>The minimum amount of money you can get to succeed</td>
<td>( P_r \text{-threshold} )</td>
<td>6.3 nW</td>
</tr>
<tr>
<td>Power of amplifier radio</td>
<td>( \epsilon \text{ fris-amp} )</td>
<td>( \frac{P_{\text{elec,threshold}} (4\pi)^2}{R_t G_t G_h \lambda^2} )</td>
</tr>
<tr>
<td></td>
<td>( \epsilon \text{ two-ray-amp} )</td>
<td>( \frac{P_{\text{elec,threshold}}}{R_t G_t G_h \lambda^2} )</td>
</tr>
<tr>
<td>Energy of electrical radio</td>
<td>( E_{\text{elec}} )</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>Computational energy for wave formation</td>
<td>( E_{BF} )</td>
<td>5 nJ/bit</td>
</tr>
<tr>
<td>Bit rate</td>
<td>( R_b )</td>
<td>1 Mbps</td>
</tr>
<tr>
<td>Antenna</td>
<td>( G_s, G_r )</td>
<td>1</td>
</tr>
<tr>
<td>Antenna height</td>
<td>( h_s, h_r )</td>
<td>1.5 m</td>
</tr>
<tr>
<td>Signal Wavelength</td>
<td>( \lambda )</td>
<td>0.325 m</td>
</tr>
</tbody>
</table>

Fig.9. The effect of increasing the number of nodes on the network lifetime as seconds (cluster members = 3)

The Fig.10 shows the network lifetime result while the valid cluster members are five. The results show that increasing the number of cluster members has a negative effect on the lifetime of the network. Increasing the number of cluster members from both sides neutralizes the effect of increasing the number of nodes. Firstly, increasing the number of cluster members increases the clustered overhead. Secondly, increasing the
number of cluster members increases cluster loading while receiving spatial information from cluster members. It is natural that as the number of cluster members increases, the number of packets sent to the cluster head containing spatial information increases.

![Network Lifetime Graph](image1)

**Fig.10.** The effect of increasing the number of nodes on the network lifetime as seconds (cluster members = 5)

### 4.2. EVALUATION OF TRACKING ERROR RATE

The tracking error is one of the parameters that is specific to the use of target tracking problems as military applications. In order to achieve high tracking and low error rates, the number of nodes involved in the tracking process should be increased. However, means of the increasing the number of nodes involved in the tracking phase is increasing the number of cluster members. As a result, it leads to increase of energy consumption and subsequently reduce network lifetime. Therefore, a balance should be made between minimizing tracking error rate and increasing network lifetime. Two of the proposed methods have been able to illustrate the near-tracking error rate to the existing method (DCTC) rate with very little energy consumption especially the TTBSP protocol. Of course, the error difference is very low and can be ignored. The tracking error results of the three methods are presented in Fig.11 and Fig.12.

![Tracking Error Graph](image2)

**Fig.11.** The effect of increasing the number of nodes on the tracking error (cluster members = 3)

As the number of cluster members increases, the accuracy of predictions increases, and as a result, the tracking error rates are decreased in the proposed methods. In addition, increasing the number of nodes in the network increases network density so it causes increasing the precision of tracking. In other words, reducing the tracking error rate.

![Number of Missing Targets Graph](image3)

**Fig.13.** The effect of increasing the number of nodes on the number of missing targets (cluster members = 3)

In the Fig.13, the effect of the increasing node numbers is shown on the number missing target parameter. This figure does not compare the methods with each other and only provides information about the number of missing targets in each of the methods. It provides good information for comparing methods. The comparison of the methods performance is presented in Fig.14. The result is shown that the TTBSP protocol has a better performance than the DCTC protocol and the TTDCBS protocol, from the perspective of the number of targets lost in time units. Because it has the ability to predict. Increasing the number of
nodes did not have much effect on reducing or increasing the number of missing targets. Because, it does not affect the number of cluster members.

By increasing the number of cluster members, the number of missing targets decreases sharply, and also, the results of the two DCTC and TTDCBS methods start to look alike. In this section, the abstract of the simulation results is presented in Table.2.

5. CONCLUSION AND FUTURE WORKS

In this paper two methods were proposed in the mobile target tracking based applications. They were simulated in custom simulation tool and were compared with the DCTC protocol in three different parameters as network lifetime, tracking error rate and number of missing targets. The first version of the proposed protocol was on dynamic clustering structure based on management of base station node (TTDCBS). Its main idea was to exchange more calculations against the production of predictive models to save on the number of transmission and eventually increasing network lifetime. The second protocol was based on a predictive algorithm that it was inspired from first proposed protocol in the role of the base station node. The name of the second version of the proposed protocol was target tracking based on base station node using prediction method (TTBSP). It was inspired from the first version and many of its assumptions were based on the TTDCBS. The major difference was that it predicted the movement of the targets based on the heuristic functions.

The prediction results on the movement and destination of the mobile target directly affect the probability of choosing cluster members. Both proposed methods use the base station in the tracking process to reduce the number of transmission messages for cluster formation. In addition, they use of new antennas in sensor networks to provide the ability to receive information from distant distances. In addition, in the second protocol, more complex predictive algorithms and recovery algorithms were used in case of target loss. The simulation results show that the TTDCBS and TTBSP methods have improved the most important parameters of the intercept sensor networks. Of course, with regard to the interpolation accuracy parameter, the existing algorithm (DCTC) is slightly better than the TTDCBS, which is a discrepancy that can be ignored.

There are still problems with precise prediction of the target movement which should be studied in the future. The present study focuses on the tracking of a single target at any moment. In the future, taking into account the target classification techniques; one can extend the work to track several targets in the wireless sensor networks. In addition, it can increase the accuracy of predictive algorithms using more intelligent predictive algorithms and especially artificial intelligence algorithms.

REFERENCES


