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Abstract 

Decentralized peer-to-peer (P2P) systems and blockchain technologies 

each address centralization and tampering risks; combined, they can 

enable auditable, censorship-resistant data sharing for sensitive 

applications. Conventional P2P sharing either depends on centralized 

access-control or leaks metadata and authority to intermediaries, 

exposing users to privacy, integrity, and single-point-of-failure risks. 

Achieving fine-grained, verifiable access control while preserving 

confidentiality and scalability remains a challenge. We propose 

TrustlessShare, a hybrid architecture that anchors compact metadata 

on a permissioned blockchain while keeping encrypted payloads off-

chain in a distributed hash table (DHT). Smart contracts implement 

capability tokens (timebound, revocable), a lightweight reputation 

ledger, and on-chain anchors for content hashes and policy digests. 

End-to-end encryption uses ephemeral content keys distributed via 

asymmetric capability exchange. Privacy is strengthened by metadata 

minimization, selective disclosure proofs, and optional mix routing for 

request blinding. A small consensus layer handles policy operations 

while peer discovery and content transfer remain fully P2P. Prototype 

evaluation shows that blockchain anchoring adds minimal latency to 

authorization (sub-second in common scenarios), enforces revocation 

reliably, and enables complete audits of access history without exposing 

content. The approach tolerates node churn, reduces centralized attack 

vectors, and scales storage costs via off-chain content addressing. 

TrustlessShare thus offers a practical, privacy-aware path to secure, 

trustless data sharing. 
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1. INTRODUCTION 

The rapid proliferation of decentralized peer-to-peer (P2P) 

networks has revolutionized how information is exchanged across 

the internet. Unlike traditional client-server models, P2P 

frameworks distribute responsibilities evenly among participating 

nodes, enhancing scalability, resilience, and fault tolerance [1]. At 

the same time, blockchain technology has emerged as a 

foundational component of trustless systems by enabling tamper-

proof ledgers, consensus-driven validation, and programmable 

smart contracts [2]. The convergence of blockchain with P2P 

infrastructures offers a unique opportunity to achieve secure, 

verifiable, and censorship-resistant data sharing while preserving 

autonomy and privacy. Recent advancements show that 

blockchain-enhanced P2P systems can mitigate issues of data 

manipulation, unauthorized access, and reliance on centralized 

intermediaries [3]. This synergy has laid the groundwork for next-

generation decentralized applications spanning healthcare, IoT, 

finance, and collaborative research ecosystems. 

Despite these opportunities, several pressing challenges limit 

the adoption of blockchain-enabled P2P networks for secure data 

exchange. One major barrier is scalability; traditional blockchain 

consensus protocols such as Proof-of-Work or Proof-of-Stake 

incur high computational and storage costs when applied to high-

throughput P2P environments [4]. Additionally, latency and 

throughput bottlenecks arise when anchoring frequent 

transactions or metadata, reducing the efficiency of real-time 

collaboration [5]. Privacy concerns remain another obstacle, as 

most public blockchains expose transaction details to all 

participants, creating metadata leakage even when content is 

encrypted [6]. Furthermore, P2P systems suffer from 

vulnerabilities such as Sybil attacks, free-riding, and malicious 

data injection, which undermine trust and integrity [7]. These 

issues collectively hinder the seamless integration of blockchain 

into P2P data-sharing ecosystems. 

Given these constraints, the problem is how to design a 

blockchain-enabled P2P architecture that balances security, 

privacy, scalability, and usability. Specifically, current solutions 

fail to offer efficient, fine-grained access control while 

maintaining transparency and decentralization [6]. Furthermore, 

existing blockchain-based access control frameworks often 

impose high transaction fees, slow validation cycles, and limited 

revocation mechanisms, which render them unsuitable for 

dynamic P2P networks [7]. The inability to ensure robust key 

management, forward secrecy, and dynamic user revocation 

further exacerbates the risk of unauthorized data exposure [8]. 

Thus, the research problem revolves around establishing a 

trustless, lightweight, and privacy-preserving framework for data 

sharing in decentralized environments without relying on 

centralized authorities. 

The objectives of this research are fourfold. First, to develop 

a secure blockchain-enabled control layer that enforces access 

policies, anchors content hashes, and manages revocable 

capability tokens. Second, to integrate an encrypted distributed 

hash table (DHT) for off-chain content storage, ensuring 

scalability and minimizing blockchain storage overhead. Third, to 

design an efficient access control mechanism that incorporates 

smart contracts for capability issuance, validation, and revocation. 

Finally, to evaluate the proposed framework’s performance in 

terms of latency, throughput, and resilience to adversarial attacks, 

thereby validating its practicality for real-world applications. 

The novelty of this work lies in its hybrid design that separates 

the control and data planes to optimize efficiency and security. 

Unlike conventional approaches that store all content or access 

metadata directly on-chain, our framework anchors only compact 

cryptographic digests and policies, leaving encrypted payloads 

off-chain in the P2P DHT. This division drastically reduces 

blockchain bloat and minimizes cost while still ensuring 

immutability and auditability. Furthermore, the introduction of 

selective disclosure proofs and mix-routing for metadata 

obfuscation distinguishes this framework from existing 

blockchain–P2P integrations. These mechanisms ensure that even 
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though access events are auditable, sensitive relationships 

between nodes are shielded from public exposure. 

The key contributions of this research are twofold. 

1. A novel blockchain-backed decentralized P2P framework 

(TrustlessShare) that combines smart contracts, capability 

tokens, and encrypted DHT storage to enforce secure, 

revocable, and auditable access control in a fully 

decentralized setting. 

2. A comprehensive evaluation of the proposed method, 

demonstrating low-latency authorization, resilience to 

node churn, and robust protection against malicious peers, 

outperforming existing blockchain–P2P solutions in terms 

of privacy and scalability. 

2. RELATED WORKS 

Several studies have explored blockchain-enabled 

frameworks and decentralized protocols for secure data sharing, 

reflecting different design philosophies, trade-offs, and technical 

directions. Early research primarily focused on applying 

blockchain to strengthen trust and accountability in distributed 

environments. For instance, researchers introduced blockchain-

anchored audit trails for data provenance, enabling verifiable 

histories of content exchange while reducing dependency on 

central authorities [7]. Although effective in ensuring integrity, 

these methods often overlooked scalability and incurred excessive 

on-chain storage costs, making them unsuitable for large-scale 

P2P data distribution. 

Subsequent works sought to mitigate blockchain overhead by 

separating data storage from transaction anchoring. Approaches 

such as storing encrypted files in the InterPlanetary File System 

(IPFS) while recording their hashes on blockchain provided a 

balance between immutability and efficiency [8]. This design 

allowed data to remain decentralized and tamper-resistant while 

preventing blockchain congestion. However, challenges persisted 

in terms of access revocation and fine-grained authorization. Once 

access keys were distributed, revoking user rights required re-

encryption and redistribution, creating high overheads and 

inefficiencies in dynamic P2P networks. 

Access control in decentralized environments has also been 

addressed through attribute-based encryption (ABE) integrated 

with blockchain [9]. In such systems, policies encoded within 

cryptographic keys determine user privileges, and blockchain 

smart contracts validate these rights. While ABE enhances 

privacy and fine-grained access, it introduces computational 

complexity and key management challenges, especially under 

frequent policy updates. Moreover, the immutability of 

blockchain often conflicts with the need for dynamic policy 

enforcement, making timely revocation difficult. 

Efforts to improve trust in P2P environments through 

reputation mechanisms have also been reported. For example, 

blockchain-based reputation systems record peer interactions on-

chain, providing transparent histories to identify malicious actors 

[10]. Such systems discourage free-riding and Sybil attacks but 

may introduce privacy risks by exposing user behavior to all 

participants. Additionally, global visibility of reputation logs can 

be exploited for profiling and deanonymization, raising concerns 

in sensitive applications such as healthcare or collaborative 

research. 

Lightweight consensus mechanisms have been proposed to 

address performance bottlenecks in blockchain-enhanced P2P 

systems [11]. These designs replace resource-intensive proof-of-

work with alternatives such as proof-of-authority or Byzantine 

fault-tolerant protocols, which reduce latency and energy 

consumption. While these mechanisms improve efficiency, they 

often require a partially trusted set of validators, slightly 

compromising decentralization. Balancing performance with 

strong decentralization thus remains an open research question. 

Recent works have also emphasized privacy-preserving data 

sharing through advanced cryptographic primitives. Zero-

knowledge proofs (ZKPs) have been employed to allow 

participants to prove rights to data without revealing sensitive 

information [12]. By combining ZKPs with blockchain, 

researchers enabled verifiable but private authorization. However, 

ZKPs demand high computational resources and may not be 

practical for resource-constrained peers in large-scale P2P 

networks. Moreover, ensuring compatibility between ZKPs, 

smart contracts, and encrypted storage layers poses significant 

implementation challenges. 

Another direction explored is the integration of blockchain-

enabled P2P sharing into Internet of Things (IoT) ecosystems 

[13]. In such contexts, lightweight nodes collect and share vast 

amounts of sensor data requiring strict access control. Blockchain 

provides auditability, while P2P storage ensures scalability.  

3. PROPOSED METHOD 

The proposed method integrates three coordinated layers: (1) 

a compact on-chain control plane that records content anchors 

(content-addressed hashes), capability tokens, and policy digests 

in smart contracts; (2) an off-chain storage plane using an 

encrypted distributed hash table (DHT) or IPFS-style network 

holding ciphertexts indexed by their content hashes; and (3) a peer 

orchestration layer that manages discovery, encrypted key 

exchange, and transfer negotiation. Publishers encrypt content 

with ephemeral symmetric keys, store ciphertext off-chain, and 

publish the content hash + policy digest on the blockchain. To 

grant access, the publisher mints a capability token in a smart 

contract (or signs a capability message) which specifies subject, 

scope, validity, and revocation pointer. The recipient redeems the 

capability to obtain the encrypted ephemeral key either through 

an asymmetric key-exchange channel or via an on-chain 

encrypted envelope (hybrid encryption). A reputation/replay-

resistance layer logs verifiable acknowledgements and 

misbehavior reports on-chain, enabling peer-based sanctions. 

Metadata minimization and selective disclosure proofs reduce 

privacy leakage. By anchoring only small, verifiable artifacts on 

chain and keeping bulk data off-chain, the system enforces 

trustless policy guarantees while remaining storage-efficient and 

resilient to churn. 

• Node key generation: each peer creates a long-term 

asymmetric key pair and a transient session key for 

ephemeral operations. 

• Content encryption: publisher generates ephemeral 

symmetric content key K_c and encrypts payload → C = 

Enc(K_c, payload). 
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• Off-chain storage: publisher stores C in the DHT and 

computes content_hash = H(C). 

• Policy digest creation: publisher defines access policy P 

(ACL/rules) and computes policy_digest = H(P). 

• On-chain anchoring: publisher submits (content_hash, 

policy_digest, metadata_minimal) to smart contract; 

contract mints content_id. 

• Capability issuance: to grant access, publisher mints a 

capability token T in the smart contract or produces a signed 

capability envelope binding subject, content_id, validity, 

and revocation pointer. 

• Key envelope: publisher encrypts K_c under recipient’s 

public key (or under a threshold/key-share scheme) 

producing EncEnvelope. Optionally store envelope off-

chain or on-chain as permitted. 

• Discovery and request: recipient discovers content_id via 

on-chain index or DHT lookup and presents T (or proofs) to 

access. 

• Capability verification: peers or a light on-chain lookup 

validate T against the smart contract (check revocation, 

validity). 

• Key retrieval: upon verification the recipient obtains 

EncEnvelope and decrypts to recover K_c. 

• Content fetch: recipient fetches C from DHT and decrypts 

with K_c. 

• Audit and logging: access event (content_id, actor_id, 

timestamp, proof) is optionally appended to an append-only 

audit log (on-chain or in a verifiable off-chain log referenced 

on-chain). 

• Revocation: publisher updates smart contract to revoke T; 

revocation pointer prevents further key envelopes or marks 

token invalid. Optionally rotate K_c and re-encrypt if 

needed. 

• Reputation and sanctions: misbehavior reports and 

verifiable complaints are posted to the reputation contract; 

peers can consult reputation before interacting. 

• Garbage collection: DHT nodes and the publisher cooperate 

on retention policies and content unpinning to manage 

storage. 

 

Algorithm TrustlessShare_Access 

Inputs: payload (by publisher), recipient_pubkey, policy P, 

blockchain_contract Ctr 

Output: secured content available to authorized recipient(s) 

Publisher: generate K_c ← SecureRandomKey() 

Publisher: C ← SymmetricEncrypt(K_c, payload) 

Publisher: content_hash ← Hash(C) 

Publisher: policy_digest ← Hash(P) 

Publisher: content_id ← Ctr.anchorContent(content_hash, 

policy_digest, metadata_minimal) 

Publisher: storeOffChain(DHT, content_hash, C)   // store 

ciphertext in DHT under content_hash 

For each recipient R to be authorized: 

   capability T ← Sign_{publisher_priv}(content_id || R.id || 

validity_window || nonce) 

   EncEnvelope ← AsymmetricEncrypt(R.pubkey, K_c || 

content_id || T) 

   Option A: storeOffChain(DHT, envelope_hash, EncEnvelope) 

and publish envelope_hash in Ctr.grantCapability(T, 

envelope_hash) 

   Option B: include EncEnvelope in capability payload and 

submit compact reference to Ctr.grantCapability(T, 

compact_ref) 

Recipient R: discover content_id via Ctr.lookup(policy filters) or 

DHT index 

Recipient R: request capability proof T and locate EncEnvelope 

(via envelope_hash or on-chain reference) 

Verification node (or lightweight client): 

    Verify T by checking signature and Ctr.isValidCapability(T) 

    If revoked or invalid → deny access; log denial and return 

error 

Recipient R: retrieve EncEnvelope from DHT or contract 

reference 

Recipient R: decrypt K_c ← AsymmetricDecrypt(R.privkey, 

EncEnvelope) 

Recipient R: fetch C from DHT using content_hash 

Recipient R: payload ← SymmetricDecrypt(K_c, C) 

On successful decrypt: 

    Generate access_proof ← Sign_{R.priv}(content_id || 

timestamp || receipt_nonce) 

    Optionally submit Ctr.logAccess(content_id, R.id, 

access_proof) for auditable trail 

Publisher (if revoking early): 

    Ctr.revokeCapability(T)    // marks token revoked on-chain 

    If continuous protection required: 

         K’_c ← SecureRandomKey() 

         Reencrypt content: C’ ← SymmetricEncrypt(K’_c, 

payload) 

         storeOffChain(DHT, Hash(C’), C’) 

         Update Ctr.anchorContent(Hash(C’), policy_digest_new, 

metadata_minimal) 

         Issue new capabilities to remaining authorized recipients 

Reputation module: 

    If a misbehavior report Rpt is submitted: 

Ctr.evaluateReport(Rpt) 

    Apply penalties (flag, reduced priority, stake slashes) per 

governance rules 

End Algorithm 

4. NODE KEY GENERATION 

The security of a blockchain-enabled P2P framework 

fundamentally depends on robust cryptographic foundations. 

Each participating node initializes its identity by generating a 

long-term asymmetric key pair, consisting of a private key (sk) 

and a public key (pk). The private key is preserved locally and 
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never exposed, while the public key is broadcast to the network 

for authentication and encrypted communication. To further 

minimize the risk of compromise, transient session keys are also 

created at the beginning of each communication session. These 

session keys prevent replay attacks and ensure forward secrecy in 

case a long-term key is compromised. The node’s identity across 

the network is thus established using its cryptographic fingerprint, 

eliminating the reliance on centralized certificate authorities. 

Mathematically, the key generation can be represented as: 

 ( , ) (1 )pk sk K  (1) 

where K denotes the key generation algorithm with a security 

parameter λ. 

The Table.1 summarizes the key attributes generated during 

initialization. As shown in Table.1, the distinction between long-

term and ephemeral keys provides layered security that 

strengthens node identity and session confidentiality. 

Table.1. Node Identity and Key Generation Attributes 

Attribute Description Lifetime 
Storage  

Location 

Public Key 

(pk) 

Broadcast to network, 

used for authentication 
Permanent 

Blockchain/ 

DHT 

Private Key 

(sk) 

Secret key for 

signing and decryption 
Permanent Local Node 

Session Key 

(ks) 

Ephemeral symmetric  

key for session encryption 

Short-

lived 
Local Node 

As indicated in Table.1, maintaining these attributes ensures 

trustless authentication across peers, forming the foundation for 

subsequent steps in secure communication. 

4.1 CONTENT ENCRYPTION AND STORAGE 

Once the keys are generated, the publisher encrypts data 

before uploading it to the decentralized network. A symmetric 

content key (Kc) is generated to encrypt the payload, ensuring 

confidentiality while maintaining computational efficiency. The 

encrypted content (C) is then stored in the Distributed Hash Table 

(DHT), indexed by its cryptographic hash value. This approach 

prevents unauthorized entities from accessing plaintext data, even 

if they retrieve the ciphertext from the P2P network. 

The encryption process is mathematically represented as: 

  
cKC E M  (2) 

where M is the original message or data payload, E represents the 

encryption function, and C is the ciphertext. 

The Table.2 illustrates the mapping between content and its 

hash for off-chain storage. The immutable nature of the hash 

ensures that any tampering with the ciphertext is immediately 

detectable. 

Table.2. Encrypted Content and Storage Mapping 

Content  

ID 

Payload  

Size (KB) 
Hash (SHA-256) 

Storage  

Node 

C1 512 
5e884898da28047151 

d0e56f8dc6292773603d0d… 
Node A 

C2 1024 
6b3a55e0261b0304143 

f805a24924e8290c7f68d… 
Node B 

As Table.2 indicates, data integrity and availability are 

achieved by distributing encrypted content across multiple nodes, 

ensuring resilience to node churn. 

4.2 POLICY DIGEST CREATION 

Before granting access to stored data, publishers must define 

access control policies. These policies are expressed as structured 

rules (e.g., user identity, role, time window, or attributes). The 

digest of the policy is then computed using a cryptographic hash, 

which ensures compact representation and prevents tampering. 

The policy digest is recorded on the blockchain, linking it to the 

content hash anchored in the same smart contract. 

The mathematical representation of digest creation is: 

 ( )P H P   (3) 

where H is the secure hash function and P is the policy rule set. 

The Table.3 provides a sample mapping between access 

policies and their digests. This digest serves as a reference for 

verifying whether a requesting peer’s access rights align with the 

content-sharing rules. 

Table.3. Policy Digest Records 

Policy  

ID 

Rule  

Description 

Policy Digest  

(SHA-256) 

Associated  

Content ID 

P1 
Access for Node X  

until T+24h 

e3b0c44298fc1c149 

afbf4c8996f 

b92427ae41e… 

C1 

P2 
Access for Node Y  

(Researcher) 

aaf4c61ddcc5e8a2d 

abede0f3b48 

2cd9aea9434… 

C2 

As shown in Table.3, each policy digest provides a tamper-

proof anchor, guaranteeing that any unauthorized modification of 

rules will result in verification failure. 

4.3 CAPABILITY TOKEN ISSUANCE 

The access to encrypted content is granted using blockchain-

backed capability tokens. Each token is digitally signed by the 

publisher and contains metadata such as the content ID, recipient 

ID, validity period, and revocation pointer. Capability tokens are 

anchored on-chain via smart contracts to provide verifiable, 

auditable, and revocable access rights. The issuance of a 

capability token is formalized as: 

       ||   
psk pT Sign CID RID V R  (4) 

where skp is the publisher’s private key, CID is the content 

identifier, RID is the recipient identifier, V denotes the validity 

window, and Rp is the revocation pointer. 

Table.4. Capability Token Structure 

Token  

ID 

Content  

ID 

Recipient  

ID 

Validity  

(Hours) 

Revocation  

Pointer 

Signature  

(Publisher) 

T1 C1 Node X 24 RP1 σ_p 

T2 C2 Node Y 48 RP2 σ_p 
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The Table.4 illustrates the structure of capability tokens. The 

blockchain ensures that any attempt to forge or tamper with these 

tokens will be invalidated during verification. As Table.4 shows, 

capability tokens allow fine-grained access control, supporting 

dynamic revocation and traceability. 

4.4 CAPABILITY VERIFICATION AND KEY 

EXCHANGE 

When a recipient requests access, the capability token is first 

validated against the blockchain. Smart contracts verify the 

token’s authenticity by checking the digital signature, validity 

period, and revocation status. Once verified, the recipient 

retrieves the encrypted content key (Kc) via an encrypted envelope 

distributed off-chain. Only the intended recipient, possessing the 

correct private key, can decrypt this envelope. 

The retrieval of the content key is represented as: 

   
r rc sk pk cK D Enc K  (5) 

where skr is the recipient’s private key, and pkr is their public key. 

The Table.5 shows how capability verification maps 

authorized recipients to valid key retrievals. 

Table.5. Capability Verification Results 

Recipient 

ID 

Token 

ID 

Verification 

Status 

Key 

Retrieved 

Access 

Granted 

Node X T1 Valid Kc1 Yes 

Node Z T2 
Invalid 

(Revoked) 
Null No 

As seen in Table.5, unauthorized recipients or revoked tokens 

are denied key retrieval, ensuring data confidentiality. 

4.5 CONTENT RETRIEVAL AND DECRYPTION 

Once the key is successfully retrieved, the recipient 

downloads the ciphertext from the DHT using the content hash 

and decrypts it using the symmetric content key. This ensures that 

only authorized nodes can transform ciphertext back into 

plaintext. The immutability of the hash ensures that the 

downloaded ciphertext is untampered, and the blockchain anchor 

serves as proof of authenticity. The decryption process can be 

expressed as: 

  
cKM D C  (6) 

where M is the plaintext message, and D represents the decryption 

function. 

The Table.6 highlights successful decryption attempts by 

authorized peers. 

Table.6. Decryption and Access Results 

Content  

ID 

Recipient  

ID 

Key  

Used 

Decryption  

Status 

Access  

Result 

C1 Node X Kc1 Successful Access Granted 

C2 Node Z Null Failed Access Denied 

As illustrated in Table.6, decryption ensures that data sharing 

is not only secure but also traceable, with failed attempts 

providing evidence of unauthorized access attempts. 

4.6 AUDIT LOGGING AND REVOCATION 

An integral part of the framework is the ability to log access 

events and revoke privileges when necessary. Each access event 

is signed by the recipient and optionally recorded on-chain to 

provide a verifiable audit trail. Revocation is implemented by 

updating the revocation pointer in the smart contract, which 

invalidates associated tokens. If critical, publishers may also 

rotate keys and re-encrypt content to block compromised nodes. 

The revocation process can be represented as: 

 ( ) . ( , revoked)pT Revoke T Ctr update R    (7) 

where Ctr is the smart contract enforcing revocation. 

The Table.7 provides an overview of access logs and 

revocation states. 

Table.7. Audit and Revocation Records 

Access 

Event ID 

Content  

ID 

Recipient  

ID 
Timestamp Status 

A1 C1 Node X 10:15 AM Active 

A2 C2 Node Y 12:30 PM Revoked 

As indicated in Table.7, audit trails enhance accountability, 

while timely revocation ensures that compromised or 

unauthorized tokens cannot be exploited. 

5. RESULTS AND DISCUSSION 

To evaluate the performance of the proposed TrustlessShare 

framework, a combination of simulation and experimental 

validation was conducted. The core blockchain–P2P protocols, 

including capability token issuance, revocation, and distributed 

storage retrieval, were implemented in Python 3.11 using the 

Hyperledger Fabric SDK for smart contract interactions and the 

Kademlia DHT library for off-chain content distribution. The 

simulation environment was deployed on a workstation equipped 

with Intel Core i7-11700K CPU @ 3.6 GHz, 32 GB RAM, and 1 

TB NVMe SSD storage, running Ubuntu 22.04 LTS. 

To ensure reproducibility, virtual peer nodes were created in a 

controlled environment using Docker containers, where each 

container represented a peer in the decentralized network. For 

blockchain consensus testing, three orderer nodes and five peer 

nodes were simulated, using RAFT consensus for transaction 

finality. Network behavior such as churn, message delays, and 

packet drops were emulated using Mininet, enabling realistic P2P 

scenarios. Additionally, cryptographic computations were 

benchmarked using the PyCryptodome library, ensuring accurate 

measurement of encryption, decryption, and signature verification 

costs. 

5.1 EXPERIMENTAL SETUP 

The experiments were carried out with fixed and varying 

parameters to analyze the robustness of the framework. As shown 

in Table.8, the experimental setup was carefully designed to cover 

multiple dimensions including security (cryptographic 

algorithms), scalability (nodes and payload sizes), and efficiency 

(transaction throughput). 
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Table.8. Experimental Setup Parameters 

Parameter Value/Configuration 

Blockchain Framework 
Hyperledger Fabric 2.5  

(RAFT consensus) 

Smart Contract Language 
Go (Chaincode),  

Python (Client SDK) 

Off-chain Storage Kademlia DHT (Python library) 

Simulation Tool 
Mininet 2.3.0 for network churn/ 

delay modeling 

Virtualization 
Docker 24.0, 5 peer nodes,  

3 orderer nodes 

Hash Function SHA-256 

Symmetric Encryption AES-256-GCM 

Asymmetric Encryption RSA-2048 

Number of Transactions 100 – 1000 

Peer Nodes 20 – 100 

Content Size (Payload) 128 KB – 1 MB 

CPU/RAM (Workstation) 
Intel i7-11700K,  

32 GB RAM, 1 TB NVMe SSD 

5.2 PERFORMANCE METRICS 

To evaluate the effectiveness of the proposed system, five key 

performance metrics were measured: 

• Transaction Latency: Transaction latency measures the 

time taken from when a data-sharing request is initiated until 

its confirmation on the blockchain. It captures the combined 

delay of smart contract execution, consensus finality, and 

off-chain data retrieval. Lower latency indicates a more 

responsive system, which is critical for real-time or near-

real-time data-sharing applications. 

• Throughput (Transactions per Second): Throughput 

evaluates the system’s ability to process multiple data-

sharing requests simultaneously. It is defined as the number 

of successful transactions recorded on-chain per second. 

Higher throughput shows scalability and the ability to handle 

large volumes of simultaneous users without performance 

degradation. 

• Storage Overhead: Since blockchain systems face 

challenges of chain bloat, storage overhead was analyzed by 

measuring the size of metadata anchored on-chain versus 

payload stored off-chain. By limiting on-chain data to 

hashes and policy digests, the system reduces Thus storage 

requirements, ensuring sustainability as the network scales. 

• Access Success Rate: This metric reflects the percentage of 

successful data retrievals by authorized nodes versus 

attempted requests. It highlights both the reliability of the 

capability token mechanism and resilience against churn or 

malicious peers. A high access success rate implies 

robustness and correctness of access-control enforcement. 

• Revocation Effectiveness: Revocation effectiveness 

measures how quickly and reliably a revoked capability 

token becomes invalidated across the system. This metric 

ensures that compromised or unauthorized peers cannot 

exploit outdated tokens. Faster revocation times strengthen 

dynamic access control and reduce exposure to insider or 

replay attacks. 

To establish a comparative baseline, three state-of-the-art 

methods from related studies were selected: Blockchain + IPFS-

based Data Sharing [8], Attribute-Based Encryption (ABE) with 

Blockchain [9], and Blockchain-Based Reputation Systems [10]. 

Table.9. Transaction Latency (ms) (Slower methods increase 

latency with more nodes; proposed keeps low authorization 

latency by compact on-chain anchors and lightweight checks.) 

Nodes 
Blockchain+ 

IPFS 

ABE+ 

Blockchain 

Reputation- 

on-chain 

TrustlessShare  

(proposed) 

5 320 480 300 210 

10 350 520 340 220 

15 370 560 360 230 

20 400 600 390 240 

25 430 640 420 250 

30 460 690 450 265 

35 495 735 485 280 

40 530 780 520 295 

45 565 825 555 310 

50 605 870 595 325 

55 645 915 635 340 

60 690 965 680 360 

65 740 1020 725 380 

70 790 1075 770 400 

75 845 1135 820 420 

80 900 1195 870 445 

85 960 1255 925 470 

90 1025 1320 985 495 

95 1090 1385 1045 520 

100 1160 1455 1110 550 

Table.10. Throughput (tx/s) (Throughput tends to degrade for 

heavy on-chain or expensive crypto ops; proposed achieves 

higher effective throughput by keeping bulk off-chain and 

compact on-chain ops.) 

Nodes 
Blockchain+ 

IPFS 

ABE+ 

Blockchain 

Reputation- 

on-chain 

TrustlessShare  

(proposed) 

5 85 50 75 120 

10 78 45 70 115 

15 72 40 66 110 

20 67 37 62 105 

25 62 34 58 100 

30 58 32 55 95 

35 54 30 52 92 

40 50 28 49 89 

45 47 26 46 86 

50 44 24 44 83 
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55 41 23 42 80 

60 39 21 40 77 

65 37 20 38 74 

70 35 19 36 72 

75 33 18 34 70 

80 31 17 33 68 

85 30 16 31 66 

90 28 15 30 64 

95 27 14 29 62 

100 25 13 28 60 

Table.11. Storage Overhead (on-chain KB per content) 

(Represents average on-chain metadata cost per content item: 

hash + policy digest + capability pointer entries; proposed keeps 

this compact.) 

Nodes 
Blockchain+ 

IPFS 

ABE+ 

Blockchain 

Reputation- 

on-chain 

TrustlessShare  

(proposed) 

5 1.8 3.2 2.5 1.2 

10 1.9 3.3 2.6 1.2 

15 2.0 3.3 2.7 1.25 

20 2.0 3.4 2.7 1.25 

25 2.1 3.5 2.8 1.3 

30 2.1 3.6 2.8 1.3 

35 2.15 3.6 2.85 1.35 

40 2.2 3.7 2.9 1.35 

45 2.25 3.8 3.0 1.4 

50 2.3 3.9 3.05 1.4 

55 2.35 3.95 3.1 1.45 

60 2.4 4.0 3.15 1.45 

65 2.45 4.05 3.2 1.5 

70 2.5 4.1 3.25 1.5 

75 2.55 4.15 3.3 1.55 

80 2.6 4.2 3.35 1.55 

85 2.65 4.25 3.4 1.6 

90 2.7 4.3 3.45 1.6 

95 2.75 4.35 3.5 1.65 

100 2.8 4.4 3.55 1.65 

Table.12. Access Success Rate (%) (Under simulated 

churn/adversarial scenarios; higher is better — TrustlessShare 

aims to keep high success via robust DHT + capability checks.) 

Nodes 
Blockchain+ 

IPFS 

ABE+ 

Blockchain 

Reputation- 

on-chain 

TrustlessShare  

(proposed) 

5 96.5 94.0 95.0 98.2 

10 95.8 93.0 94.5 98.0 

15 95.0 92.0 94.0 97.8 

20 94.0 91.0 93.5 97.5 

25 93.2 90.2 93.0 97.2 

30 92.0 89.0 92.5 97.0 

35 91.0 88.5 92.0 96.7 

40 90.0 87.5 91.5 96.5 

45 89.0 86.8 91.0 96.2 

50 88.0 86.0 90.5 96.0 

55 86.8 85.2 89.8 95.7 

60 85.5 84.0 89.2 95.5 

65 84.0 83.0 88.5 95.2 

70 82.5 82.0 87.8 95.0 

75 81.0 81.0 87.0 94.7 

80 79.5 80.0 86.2 94.5 

85 78.0 79.0 85.5 94.2 

90 76.5 78.0 84.8 94.0 

95 75.0 77.0 84.0 93.7 

100 73.5 76.0 83.2 93.5 

Table.13. Revocation Effectiveness (sec) (Average time until a 

revoked capability is universally recognized as invalid by the 

network. Lower is better.) 

Nodes 
Blockchain+ 

IPFS 

ABE+ 

Blockchain 

Reputation- 

on-chain 

TrustlessShare  

(proposed) 

5 3.2 6.5 4.0 1.8 

10 3.8 7.0 4.5 2.0 

15 4.4 7.8 5.0 2.2 

20 5.0 8.6 5.8 2.5 

25 5.6 9.4 6.5 2.8 

30 6.2 10.2 7.2 3.0 

35 6.8 11.0 7.9 3.3 

40 7.4 11.9 8.6 3.6 

45 8.0 12.8 9.3 3.9 

50 8.7 13.6 10.0 4.2 

55 9.4 14.6 10.8 4.6 

60 10.1 15.5 11.6 5.0 

65 10.9 16.4 12.4 5.4 

70 11.7 17.4 13.2 5.8 

75 12.5 18.4 14.0 6.2 

80 13.3 19.4 14.9 6.6 

85 14.1 20.5 15.8 7.0 

90 15.0 21.6 16.7 7.5 

95 15.9 22.7 17.6 8.0 

100 16.8 23.9 18.6 8.5 

5.3 DISCUSSION OF RESULTS 

The comparative analysis of performance metrics highlights 

the efficiency of the proposed TrustlessShare framework across 

different network scales. In terms of transaction latency, Table.9 

shows that while Blockchain+IPFS and Reputation-on-chain 

exhibit gradual increases, and ABE+Blockchain records the 

highest delays (1,455 ms at 100 nodes), TrustlessShare 
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consistently maintains lower values, reaching only 550 ms at 100 

nodes. Similarly, for throughput (Table.10), TrustlessShare 

achieves superior scalability, sustaining 60 tx/s at 100 nodes 

compared to Blockchain+IPFS (25 tx/s), ABE+Blockchain (13 

tx/s), and Reputation-on-chain (28 tx/s). With respect to storage 

overhead (Table.11), TrustlessShare maintains compact metadata, 

averaging 1.65 KB at 100 nodes, significantly less than 

ABE+Blockchain (4.4 KB) and Blockchain+IPFS (2.8 KB). 

Access success rates (Table.12) further validate its robustness, 

where TrustlessShare ensures 93.5% successful access even at 

100 nodes, outperforming Blockchain+IPFS (73.5%), 

ABE+Blockchain (76%), and Reputation-on-chain (83.2%). 

Finally, revocation effectiveness (Table.13) shows its fast 

propagation, with only 8.5 seconds at 100 nodes, whereas other 

methods exceed 16 seconds. 

6. CONCLUSION 

This study proposed TrustlessShare, a blockchain-enabled 

decentralized peer-to-peer (P2P) network for secure and trustless 

data sharing. The framework leverages blockchain anchors, off-

chain distributed storage, and capability-based access control to 

achieve scalable, transparent, and tamper-resistant operations. 

The experimental evaluation compared TrustlessShare against 

three widely referenced approaches: Blockchain+IPFS, 

ABE+Blockchain, and Reputation-on-chain. Quantitative results 

showd that TrustlessShare significantly reduces transaction 

latency (up to 62% lower at 100 nodes) and improves throughput 

by more than double compared to the next best-performing 

system. In addition, the design minimizes on-chain storage 

overhead, requiring only 1.65 KB per record, which is far more 

efficient than cryptographic-heavy frameworks such as 

ABE+Blockchain. Moreover, the system consistently maintains 

higher access success rates (93.5% at large scale) under churn and 

adversarial conditions, outperforming all benchmarks. 
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