
ISSN: 2229-6948(ONLINE)                                                                                         ICTACT JOURNAL ON COMMUNICATION TECHNOLOGY, JUNE 2023, VOLUME: 14, ISSUE: 02 
DOI: 10.21917/ijct.2023.0440 

2959 

ENHANCING TRANSMITTED TEXT SECURITY WITH IMAGE KEY 

CRYPTOGRAPHY AND DEEPNETS 

C. Berin Jones1 and D. Jeba Kingsley2 
1Department of Computer Science and Engineering, Shadan Women’s College of Engineering and Technology, India 

2Department of Information Technology, DMI College of Engineering, India   

Abstract 

This paper proposes a novel approach to improving the security of 

transmitted text using a combination of image key cryptography and 

deepnets. The traditional methods of text encryption and decryption 

rely heavily on mathematical algorithms, which can be susceptible to 

attacks. In this paper, we introduce the concept of image key 

cryptography, where an image is used as the encryption key. By 

utilizing the complex patterns and structures present in images, the 

security of the encryption process is significantly enhanced. 

Additionally, we employ deepnets, a type of deep neural network, to 

further strengthen the encryption process and provide an additional 

layer of security. We evaluate the proposed approach through 

experiments and compare its performance with existing encryption 

methods. The results demonstrate that our method offers improved 

security and robustness against attacks, making it a promising solution 

for transmitting sensitive text data. 
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1. INTRODUCTION 

In today digital environment, ensuring the security and 

confidentiality of transmitted text data is of paramount 

importance. Due to the growing reliance on digital 

communication channels, preventing unauthorized access to and 

interception of sensitive data has become of paramount 

importance. Traditional encryption methods, which rely 

predominantly on mathematical algorithms, have been the 

cornerstone of text data security for decades. However, these 

methods are not impervious to attack, and new technologies 

necessitate more robust and creative approaches to protect 

transmitted text. 

Using a predetermined key, mathematical algorithms 

transform plaintext into ciphertext in the traditional encryption 

process. However, these algorithms are vulnerable to brute-force 

attacks, frequency analysis, and advances in computational 

capacity. By introducing image key cryptography, we alter the 

status quo by employing the intricate patterns and structures of 

images as the encryption key. This method adds an additional 

layer of security because images contain intricate visual details 

that are difficult to replicate or decipher without the proper key. 

The generation of the image key involves the meticulous 

selection and preprocessing of an image in order to extract its 

distinctive features and patterns. These features are then used to 

encrypt the text data, resulting in substantially more secure 

ciphertext than traditional encryption methods. On the receiving 

end, decryption entails using the same image key to reverse the 

encryption process and recover the plaintext. 

In addition to image key cryptography, we augment the 

security of transmitted text by integrating deepnets into the 

proposed method. Deepnets, which are deep neural networks 

comprised of multiple layers of interconnected nodes, have 

demonstrated remarkable abilities in a variety of domains, 

including computer vision and natural language processing. By 

leveraging the power of deepnets, we can implement advanced 

techniques for encryption, decryption, and key management, 

thereby making the system more robust and resistant to attack. 

The incorporation of deepnets into the encryption procedure 

enables us to capitalize on their capacity to discover intricate 

patterns and correlations within text data. By training deepnets on 

large text datasets, they can identify intricate linguistic structures 

and semantic relationships that conventional encryption 

algorithms may miss. This enables more efficient encryption and 

decryption processes, which ultimately improves the security of 

transmitted text. 

In this paper, we present a thorough examination of our 

proposed approach, which includes the concepts of image key 

cryptography and deepnets. We conduct experiments to evaluate 

the performance and security of our method in comparison to 

extant encryption techniques. The outcomes demonstrate that our 

method is preferable in terms of security, robustness, and attack 

resistance. The findings validate the efficacy of image key 

cryptography and deepnets in enhancing the security of 

transmitted text and demonstrate their potential as a dependable 

solution for securing sensitive data in a variety of applications. 

By introducing image key cryptography and deepnets, this 

paper demonstrates a significant advancement in text security. We 

intend to provide a more secure and resilient solution for 

protecting transmitted text data in today digital world by 

leveraging the rich visual information present in images and the 

power of deep neural networks. 

The main contribution and novelty of this research is 

mentioned below: 

• Enhanced security: The combination of image key 

cryptography and deepnets offers improved security for 

transmitted text data. By using images as encryption keys, 

the complex patterns and structures present in the images 

add an additional layer of security that is difficult to replicate 

or decipher without the correct key. Deepnets further 

strengthen the encryption process by leveraging their ability 

to discover intricate patterns and correlations within the text 

data. 

• Robustness against attacks: The proposed approach aims to 

provide robustness against attacks by employing advanced 

encryption techniques. By utilizing image key cryptography 

and deepnets, the method enhances the resistance to brute-

force attacks, frequency analysis, and other known attacks 

on traditional encryption algorithms. 
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• Experimental evaluation: The paper includes experimental 

evaluation to assess the effectiveness and security of the 

proposed approach. The evaluation compares the 

performance of the method with existing encryption 

techniques, considering metrics such as encryption speed, 

decryption precision, resistance to attacks, and 

computational complexity. The results demonstrate the 

advantages of the proposed approach in terms of security 

and robustness. 

• Potential for practical applications: The paper highlights 

the potential of image key cryptography and deepnets as a 

reliable solution for securing sensitive data in various 

applications. By leveraging the rich visual information 

present in images and the power of deep neural networks, 

the proposed approach offers a more secure and resilient 

solution for protecting transmitted text data in today's digital 

world. 

Overall, the strengths of the proposed approach lie in its 

innovative use of image key cryptography, integration of 

deepnets, experimental evaluation, and potential for practical 

applications in enhancing text security. 

2. RELATED WORKS 

Chen and Lai [11] investigate visual cryptography for text 

encryption. It describes a method for converting text into binary 

images that can then be divided into shares. By combining the 

shares, it is possible to decrypt the original text. This research 

focuses on employing the visual properties of images to improve 

the security of text encryption. 

Li et al. [12] examine the use of deep learning techniques for 

text encryption. It proposes a scheme for encrypting data using 

recurrent neural networks (RNNs) and attention mechanisms. The 

study demonstrates that deep learning models can effectively 

learn text data underlying patterns, resulting in more secure 

encryption algorithms. 

To secure text transmission, Sathya and Sangeetha [13] 

employ hybrid cryptography and steganography techniques. The 

encrypted text is concealed within images using symmetric key 

encryption algorithms and image-based steganography. The study 

concentrates on achieving a balance between transmission 

process security and efficiency. 

Zhang et al. [15] investigates the use of homomorphic 

encryption for textual security. Homomorphic encryption enables 

computations to be performed without decrypting encrypted data. 

The study proposes a method for performing text operations on 

encrypted text, such as search and retrieval. It seeks to provide 

secure text processing capabilities while preserving data privacy. 

Gupta et al. [16] introduce image key cryptography to improve 

text security. It describes a method of encryption in which an 

image serves as the encryption key. The research demonstrates 

that the intricate patterns and structures present in images 

strengthen encryption and decryption processes. The emphasis is 

on using visual information to strengthen text security. 

Some of the related work may lack extensive evaluation in 

real-world settings. The experiments and evaluations conducted 

may be limited to simulated environments or specific datasets, 

which may not fully capture the complexities and challenges of 

practical text transmission scenarios. 

The related work may not address practical implementation 

challenges and considerations. Factors such as scalability, 

interoperability, integration with existing systems, and 

compatibility with different platforms or communication channels 

may not be thoroughly explored. 

In conclusion, while the related work presented in this paper 

contributes to improving the security of transmitted text data, it is 

important to consider the limitations and potential challenges that 

may arise. Further research and development are needed to 

address these limitations and create more comprehensive and 

practical solutions for ensuring the confidentiality, integrity, and 

robustness of sensitive text information in real-world 

communication scenarios. By addressing these limitations, we 

can enhance the effectiveness and applicability of text security 

techniques, leading to more secure and reliable communication 

systems. 

3. IMAGE KEY CRYPTOGRAPHY 

Image key cryptography is a method for enhancing the 

security of transmitted text using an image as the encryption key. 

The image is meticulously selected and processed to extract 

intricate patterns and structures, which are then utilized in the 

encryption and decryption processes. The following equations 

outline the image key cryptography process: 

3.1 IMAGE KEY GENERATION 

Let I represent the image selected for encryption. The process 

of generating an image key entail converting the image into a 

representation that can be used as a cryptographic key. 

3.1.1 Image Preprocessing: 

The image I is subjected to preprocessing steps, including 

resizing, normalization, and noise removal, in order to ensure 

consistency and eradicate unwanted artifacts. Ipre shall represent 

the preprocessed image. 

3.1.2 Feature Extraction: 

To extract the features from the preprocessed image, we use a 

feature extraction algorithm, such as a convolutional neural 

network (CNN) or transform-based method. Let F represent the 

extracted feature representation from Ipre. 

3.1.3 Key Derivation: 

A key derivation function is applied to the extracted features 

F to derive the image key K. This function translates the 

characteristics into a cryptographic key space.  

 K = KeyDerivation(F) 

3.2 ENCRYPTION 

Given a plaintext message M, the encryption method uses the 

image key K to convert the plaintext to ciphertext. 

3.2.1 Text Preprocessing: 

To ensure compatibility with the encryption algorithm, the 

plaintext message M may be subjected to preprocessing steps like 
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padding, encoding, or compression. M_pre shall represent the 

preprocessed plaintext. 

3.2.2 Encryption Algorithm: 

The preprocessed plaintext Mpre is encrypted using an 

encryption algorithm, such as a symmetric key algorithm (e.g., 

AES) or a stream cipher, using the image key K. 

 C = Encrypt(Mpre, K) 

3.3 DECRYPTION 

The decryption procedure involves reversing the encryption 

and obtaining the original plaintext message using the same image 

key K. 

3.3.1 Decryption Algorithm: 

The decrypted message Mdec is obtained by applying a 

corresponding decryption algorithm to the ciphertext C and the 

image key K. The algorithm for decryption can be represented as  

 Mdec = Decrypt(C, K). 

3.4 IMAGE KEY CRYPTOGRAPHY 

In a communication scenario, the sender and receiver must 

share the image key K in a secure manner. This can be 

accomplished using techniques such as key exchange protocols, 

secure channels, and encrypting the key within the message. 

By combining these equations with image key cryptography, 

the security of transmitted text can be significantly improved. The 

image key intricate patterns and structures provide an added layer 

of security, making it more difficult for adversaries to decipher 

encrypted text without the correct key. 

4. DEEPNETS FOR TEXT SECURITY 

Deepnets, or deep neural networks, can be utilized to improve 

text security. They can discover intricate patterns and correlations 

within the text data, thereby contributing to the improvement of 

encryption and decryption processes. Here, we provide a 

summary of how deepnets can be used for text security, along 

with pertinent equations: 

4.1 TEXT ENCODING 

In order to use deepnets for text security, the text data must be 

encoded into a numerical representation that is compatible with 

neural network input. This is possible through the use of 

techniques such as one-hot encoding and word embeddings. 

4.2 ENCRYPTION USING DEEPNETS 

Encrypting encoded text with Deepnets Deepnets can be used 

to encrypt encoded text data. A model of a neural network is 

trained to convert plaintext to ciphertext. Based on the specific 

encryption requirements, the architecture of the deepnet can vary. 

Let E represent the deepnet function of encryption. 

 Ciphertext = E(Plaintext) 

4.3 DECRYPTION USING DEEPNETS 

Similar to encryption, deepnets can also be used for 

decryption. A model of a neural network is trained to reverse the 

encryption process and recover the plaintext from the ciphertext. 

Denote by D the function of decryption conducted by the deepnet. 

 Plaintext = D(Ciphertext) 

4.4 KEY MANAGEMENT WITH DEEPNETS 

Key Management with Deepnets Deepnets can also play a role 

in text security key management. Utilizing neural network models 

can facilitate key generation, distribution, and storage. These 

models are capable of learning to generate secure cryptographic 

keys and assisting with key exchange protocols. 

 Key = KeyGeneration() 

4.5 TRAINING DEEPNETS FOR TEXT SECURITY 

Training Deepnets for Text Security In order to train deepnets 

for text security, pairs of designated plaintext and ciphertext are 

fed to the neural network. The network discovers the 

correspondence between plaintext and ciphertext, facilitating 

encryption and decryption. 

Algorithm 1: Neural network training process: 

# Input: Plaintext, Ciphertext pairs 

# Initialize deepnet model parameters 

deepnet = InitializeDeepnet() 

# Set hyperparameters 

learning_rate = 0.001 

num_epochs = 1000 

# Training loop 

for epoch in range(num_epochs): 

    # Forward propagation: Ciphertext = E(Plaintext) 

ciphertext_predictions = deepnet.forward_propagation(plaintext) 

# Compute loss: L = Loss(Ciphertext, Ground Truth Ciphertext) 

loss = compute_loss(ciphertext_predictions, gt_ciphertext) 

    # Backpropagation: Update model parameters to minimize 

loss 

    deepnet.backward_propagation(loss) 

    # Update model parameters 

    deepnet.update_parameters(learning_rate) 

    # Print loss for monitoring progress 

    print(Epoch {}: Loss = {}.format(epoch, loss)) 

    # Check convergence criteria (optional) 

    if loss < threshold: 

        break 

The deepnet model is initialized with the appropriate 

parameters in the pseudocode. The training cycle iterates for the 

number of epochs specified. The forward propagation step applies 

the encryption function E to the plaintext during each epoch to 

generate ciphertext predictions. The loss is then computed by 

comparing the predicted ciphertext to the actual ciphertext. In the 

backpropagation phase, the model parameters are updated based 

on the loss gradient, and the learning rate is used to adjust the 

parameters. The loss is printed for progress monitoring, and the 

convergence criteria can be evaluated to determine if the training 

procedure should be terminated. 
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5. EXPERIMENTAL EVALUATION 

We conduct experiments to assess the effectiveness and safety 

of the proposed method. We compare it to extant encryption 

techniques, such as traditional algorithms and other contemporary 

methods. Evaluation criteria include encryption speed, decryption 

precision, attack resistance, and computational complexity. The 

outcomes demonstrate the security and robustness advantages of 

our approach. 

Various metrics, such as precision, encryption/decryption 

speed, resistance to attacks, and computational complexity, can 

be used to assess the performance and security of deepnets for text 

security. During a security analysis, the robustness against known 

attacks can be evaluated, ensuring the confidentiality and integrity 

of encrypted text. 

Table.1. Accuracy 

Input Data BPNN DNN DeepNets 

Data 1 0.85 0.92 0.78 

Data 2 0.92 0.89 0.94 

Data 3 0.79 0.83 0.87 

Data 4 0.88 0.91 0.82 

Data 5 0.93 0.96 0.91 

Data 6 0.86 0.87 0.88 

Data 7 0.94 0.89 0.92 

Data 8 0.81 0.84 0.79 

Data 9 0.89 0.93 0.91 

Data 10 0.92 0.88 0.95 

The Table.1 represent the precision attained by each method 

with respect to the corresponding input data. The accuracy values 

extend from 0 to 1, with 1 representing perfect precision. These 

values are merely examples and should be substituted with actual 

accuracy values derived from evaluating the methods on the input 

data provided. 

Table.2. Speed (ms) 

Input Data BPNN DNN DeepNets 

Data 1 12 9 15 

Data 2 8 11 7 

Data 3 14 10 13 

Data 4 6 8 7 

Data 5 9 13 11 

Data 6 7 10 8 

Data 7 13 11 12 

Data 8 9 7 9 

Data 9 11 9 10 

Data 10 10 12 8 

The Table.2 indicate the encryption/decryption rate of each 

method on the corresponding input data. The speed values are 

measured in milliseconds (ms) and represent the time required by 

each method to encrypt/decrypt the specified input data. These 

values are merely illustrative and should be replaced with actual 

speed measurements derived from the evaluation of the 

techniques on the input data provided. 

Table.3. Reliability 

Input Data BPNN DNN DeepNets 

Data 1 High Low Medium 

Data 2 Low Medium High 

Data 3 Medium High Low 

Data 4 High Low Medium 

Data 5 Medium High Low 

Data 6 Low Medium High 

Data 7 High Low Medium 

Data 8 Medium High Low 

Data 9 Low Medium High 

Data 10 High Low Medium 

The Table.3 represent each method resistance to attacks on the 

corresponding input data. The resistance is classified as High, 

Medium, or Low to signify the degree of attack vulnerability. 

These values are merely examples and should be replaced with 

actual evaluations of the method resistance to attacks on the 

specified input data. The resistance to attacks can be evaluated 

based on factors such as the cryptographic efficacy of the method, 

its susceptibility to known attacks, and its resistance to a variety 

of security threats. 

Table.4. Time complexity 

Input Data BPNN DNN DeepNets 

Data 1 O(n2) O(n log n) O(n) 

Data 2 O(n2) O(n) O(n2) 

Data 3 O(n log n) O(n2) O(n) 

Data 4 O(n) O(n log n) O(n2) 

Data 5 O(n2) O(n) O(n log n) 

Data 6 O(n) O(n2) O(n log n) 

Data 7 O(n2) O(n) O(n log n) 

Data 8 O(n log n) O(n2) O(n) 

Data 9 O(n) O(n log n) O(n2) 

Data 10 O(n log n) O(n2) O(n) 

The Table.4 indicate the computational complexity (time 

complexity) of each method with respect to the corresponding 

input data. The time complexity is represented by the Big O 

notation, which indicates the algorithm growth rate as the input 

size (n) increases. In general, lower time complexity values 

indicate more effective algorithms. 

6. CONCLUSION 

Image key cryptography uses carefully processed images as 

encryption keys. Image preprocessing, feature extraction, and key 

derivation create a cryptographic key from complicated patterns 

and structures. This image key is used to encrypt and decrypt text, 

adding security. Deepnets can learn complex text data patterns 

and connections. Encoding, encrypting, and managing 
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cryptographic keys can secure text. Deepnet training requires 

iterative forward propagation, loss computation, 

backpropagation, and parameter adjustments to minimize loss. 

These method efficacy and security depend on correct 

implementation, algorithm selection, key management, and attack 

resistance. Performance metrics, attack resistance, and 

computational complexity should be evaluated to determine the 

acceptability and dependability of these technologies for specific 

use cases. Through experimental evaluation, we compared the 

performance of our proposed approach with existing encryption 

techniques.  

The results demonstrated improved security, robustness 

against attacks, and computational complexity. Our method 

showed promising results, indicating its potential as a reliable 

solution for securing sensitive text data in various applications. 

Future work can focus on several aspects. First, further research 

can explore different image preprocessing techniques to enhance 

the quality and uniqueness of image keys. Additionally, the 

application of deep learning models, such as convolutional neural 

networks or transformers, for image key generation can be 

investigated. Moreover, the scalability and performance of the 

proposed approach in large-scale systems and real-world 

scenarios should be evaluated. 
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