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Abstract 

This paper presents a resource allocation technique for industrial 

applications for 6G networks, which are characterised by the presence 

of many heterogeneous parameters that have an effect on the quality of 

data transmission. The purpose of the project is to achieve the greatest 

possible efficiency in the application of the resources that are presently 

while achieving a higher level of control over a diverse collection of 

sensing nodes operating within a hybrid network. The system model 

that has been proposed is a workable option for efficient resource 

allocation. The performance of the proposed method, in addition to 

similarities to the performance of other methods has been analysed. 

The proposed methods offer performance that is comparable to or 

better than the baseline, while simultaneously significantly reducing 

the SI exchange overhead and improving the system resilience to 

sensing intervals, some of which may be unavoidable in practise. 
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1. INTRODUCTION 

Two typical examples of domains that are particularly well 

adapted to the traditional Internet of Things (IoT) are intelligent 

medical care and smart homes. Smart homes are homes that are 

equipped with the latest in technological advancements. This was 

a reaction to the rising cost of both assets and machinery. This 

infrastructure will place a primary focus on business sectors such 

as energy and industrial management, both of which are important 

to the idea of Industry 4.0. The primary focus of this infrastructure 

will be on business sectors. The 6G network connects a wide 

variety of industrial machines and equipment [3, 4] so that the 

information gathered by sensor nodes can be used to influence 

intelligent decisions that can be made in real time based on that 

data. These decisions can be made based on the collected 

information. 

Data aggregation is an important component in the 

implementation of shared spectrum access with cellular users. 

This is because data aggregation is necessary to achieve greater 

spectral efficiency and support massive applications for the IoTs. 

Computing on the edge of the network and machine learning both 

play an essential role in ensuring the authenticity, connectivity, 

and management of resources of massive IoT deployments. In 

addition to that, the network layer that these programmes use for 

their infrastructure is built with random access strategies.  

To successfully manage dense networks and devices utilised 

in industrial 6G applications, the massive IoT strategy will require 

a solution that is more effective towards omnipresent networking. 

This is a prerequisite for the strategy. Because of the interactive 

process in which more and more devices are added to make the 

scale of communication continue to increase, the amount of data 

that sensor nodes need to sense, process, and communicate has 

also significantly increased. This is because of the process in 

which more and more devices are added to make the scale of 

communication continue to increase. This is because there are 

now a greater number of gadgets that are connected to the internet. 

The industrial 6G applications data centre is expected to produce 

enormous amounts of data soon.  

The compilation and coordination of all this information is a 

challenging task [4]. The automated operation of industrial 

machinery and the system to enhance production and 

communication effectiveness [5]-[6] through data mining are both 

dependent on the information that can be gleaned from the 

massive amounts of data that are stored. However, the successful 

automated operation of industrial machinery is dependent on the 

information that can be gleaned. It acts as a benchmark for 

determining the degree to which 6G devices are intelligent and as 

a starting point for the development of intelligent software for 

those devices [7].  

Massive IoT applications that run on 6G wireless networks 

might run into a significant problem with their energy 

consumption as a result of the widespread implementation of 

smart metres and smart grids, which was made possible by the 

development of innovative data mining technologies. This could 

be a result of the fact that smart metres and smart grids were made 

possible by the development of data mining technologies. When 

considered from the point of view of the system underlying 

technical infrastructure [8], the perception layer, the network 

layer, the platform layer, and the application layer are the four 

components of any commercially accessible 6G system that are of 

the utmost significance.  

During the mining process, a significant number of sensor 

devices are utilised to acquire information from the perception 

layer [9]. Because there is only a finite amount of bandwidth 

available for low-latency work collaboration, sensor nodes in the 

network are required to take part in cooperative communication 

[10]. This is done to achieve greater productivity, a shorter delay, 

and a lower cost of network transmission. The emergence of the 

approach known as edge computing has brought with it the 

possibility of a solution to the problems of inefficiency created by 

cloud computing. In the context of this conversation, the term 

edge refers to a location within or close to the device [11] that is 

capable of performing data processing, thereby decreasing the 

necessity for data to be transmitted to a far-off data centre.  

It is of the utmost importance to find a solution to the problem 

of conducting reasonable resource allocation to lower the energy 

consumption of nodes and to accomplish effective collaboration 

between nodes [12]. Finding a solution to this problem is of the 

utmost importance. This is being done to ensure that the system 

quality-of-service (QoS) specifications are satisfied. 

To address the problem of resource allocation for 6G 

industrial applications, which are characterised by the presence of 
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a large number of heterogeneous parameters that have an effect 

on the quality of data transmission, the objective of this paper is 

to address that problem. These applications are characterised by 

the presence of numerous different parameters, each of which has 

an impact on the quality of data transmission.  

The work presents a resource allocation technique, with the 

goal of dividing the entire industrial 6G system into several 

different clusters for the purposes of making calculation and 

networking easier. The purpose of the project is to achieve the 

greatest possible efficiency in the application of the resources that 

are presently at one disposal while simultaneously achieving a 

higher level of control over a diverse assortment of sensing nodes 

operating within a hybrid network. 

2. RELATED WORKS 

A number of sensor nodes are dispersed at random throughout 

the framework of the MAS-based industrial 6G system paradigm 

described in this article. To streamline administrative tasks and 

cut down on the number of times that data has to be processed 

twice, the model incorporates data mining and presents the 

concept of data mining as a means to achieve these goals. By 

utilising cluster analysis as our primary tool, we can break down 

a WSN into a number of smaller and more self-sufficient 

networks that are easier to handle.  

Each networks is made up of a collection of components that 

are able to recognise one another. Each sensor node cluster 

conducts a unique set of duties. They can, in a broad sense, be 

separated into two distinct classes. One such instance is the CH 

role as administrator of the event, which they play as part of their 

CH responsibilities. There is the possibility of numerous CHs 

existing within a cluster, which serves not only the purpose of 

distributing IoTs but also the purpose of having multiple CHs. 

According to the model of the system, the nodes for the IoT 

are grouped together at the beginning in accordance with the 

Poisson formula. In compliance with the example provided in Fig. 

During the first stage of the process, collaborative communication 

will be utilised to determine who will serve as the manager agent 

(MA) for the multiagent strategy. When it comes to industrial 

applications for 6G networks, which require high dynamic 

clustering performance parameters, the system model that has 

been proposed is a workable option for efficient resource 

allocation. This is because the system model was designed to 

accommodate these kinds of applications [12]. 

When referring to the component in question within the 

framework of the task network, another name for it is the task 

agent. (TA). Our goal is to achieve the highest possible level of 

system effectiveness while simultaneously lowering the total 

quantity of energy that is consumed by the procedures of 

clustering and election of CH. This will allow us to accomplish 

both of our goals simultaneously. As a direct result of this, the 

study that was proposed provides estimates regarding the precise 

location of the MA. The image presents a flowchart of the 

proposed operational procedure for the system [13]. The depicts 

how our work starts with the dynamic formation of clusters based 

on the real-time signals collected by sensor nodes whenever the 

massive IoT or conventional 6G systems receive a task. These 

clusters are formed based on the data collected by the sensor 

nodes. After that, we move on to the next step, which is defining 

the MA for the purpose of controlling resources within the cluster 

and predicting where the MA will be located. After that, there is 

an equitable distribution of resources across all the groups, using 

the overall energy and memory utilisation of the 6G system as the 

foundation for the distribution.  

When all the observations from each cluster have been 

compiled, the CH that is designated to that cluster will submit a 

confirmation request to the CM. This will take place once all the 

observations have been compiled. CNN is employed to maximise 

the accuracy of the findings while simultaneously minimising the 

influence of duplicate data. This is accomplished by analysing the 

data in a way that is both parallel and concurrent. The Gaussian 

copula theory (GCT), which was used to carry out an analysis of 

the most effective data collection for association.  

3. PROPOSED METHOD 

When analysing the DL of a wireless network with N nodes, 

each of which services one or more devices through an 

autonomous and mobile collection of XSs, we consider the fact 

that the network is composed of N nodes. The collection of all Mn 

devices in the nth in XS is referred to as Mn = {1,⋯,Mn}, and the 

collection of all Mn devices in the network is referred to as 

N={1,⋯,N}.  

 

Fig.1. Transmission/sensing after the allocation of resource 

As in Fig.1, every inXS has an access point (AP) built into it, 

which gives it the ability to synchronise its communications with 

those of other associated devices. It is clear from looking at Fig.1 

that the AP is outfitted with a local resource selection mechanism. 

To make decisions, this engine gathers information from other 

devices in the immediate vicinity and sends it to itself via a 

connection that is only one bit wide. 

When they are used in applications, such as when they are 

installed in XSs that are mobile robots to assist in manufacturing, 

they adhere to a predetermined movement pattern. One example 

of this is when they are used. Transmissions within each inXS are 

carried out at any given moment over one of the 

K={1,⋯,K} shared orthogonal frequency channels denoted by 

K (K<<N), with a transmit power level that falls somewhere 

within the range [κmin,κmax], where κmin and κmax represent the 

minimum and maximum allowable transmit power levels, 

respectively.  

Transmissions are carried out with a transmit power level that 

falls somewhere within the range [min, max], where min and max 
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represent the minimum and maximum allowable transmit power 

levels. The study allows Z discrete degrees of transmit intensity, 

which are Z={1,⋯,Z}. We are going to proceed under the 

presumption that there is no interference within the intra-

subnetwork because communications taking place within each 

inXS are orthogonal. It is acceptable to assume that APs will 

provide each connected device with its own individual dedicated 

block of time and frequency spectrum. This will allow each device 

to function as efficiently as possible. 

3.1 CHANNEL MODEL  

The radio channel that extends from the APs to the network 

devices is characterised by large-scale fading, such as path loss 

and shadowing, as well as small-scale impacts on individual 

network devices. It has been determined that the formula for 

calculating the path loss of a relationship between two locations 

A and B at a distance dAB is as follows: 
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where  

c ≈ 3×108 ms−1 - speed of light, f - carrier frequency and α - path-

loss exponent.  

The model is based on a Gaussian random field because it is 

the most general type of random field. The formula is used to 

calculate the shading that should be applied to the relationship 

between A and B. 

 ( ) ( )( )
1

ln

2 1

AB

c

AB

c

d

d

AB
d

d

e
X S A S B

e

 
−  
 

 
−  
 

 
 − 

= + 
 
 + 

 (2) 

where S - Gaussian random process, dc - correlation distance and 

h - Rayleigh distributed small scale fading.  

To provide an explanation of the temporal relationship of h, 

we make use of Jake Doppler model. 

The following equations can be utilised to calculate, for any 

set of nodes, let say A and B, the received power (or interruption 

power) on the connection at the given moment t: 

 PAB(κA(t)) = κA(t)LAB(t)XAB(t)|hAB(t)|2 (3) 

where, 

κA(t) - transmit power.  

In the event that it functions over the frequency channel 

ck:k∈K, the signal-to-interference-and-noise ratio (SINR) for the 

mth device that was received by the nth inXS at time t can be 

expressed as follows. 
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where  

Ik(t) - set of APs  

κk(t) - transmit powers.  

( )2

nm t - receiver noise power 

 ( )2

nm t  = 10(−174+NF+10log10(Wk)),  (5) 

Wk - bandwidth of ck and  

NF - noise figure of the receiver.  

Using the Shannon approximation, the capacity that was 

attained as: 

 ζnm(ck,t) ≈ Wklog2(1+γnm(ck,κk(t))). (6) 

3.2 PROBLEM FORMULATION 

The challenge of resource allocation for fully distributed joint 

channel and power selection is where most of our attention is 

going to be focused throughout this paper. This issue can be 

understood as a multi-objective optimisation problem, which 

means that N objective functions (one for each in XS) need to 

have their values maximised at the same time for the problem to 

be solved successfully.  

Formally stating the problem can be done by determining the 

objective function to be the minimum capacity that can be attained 

at each inXS: 

 ζn =  ( )1
min nM

nm m


=
;∀n∈N).  (7) 

This will allow the problem to be stated in a more accurate 

manner. The situation is stated as: 
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where  

c:={cn|n=1,⋯,N} - channel indices set, 

κ:={κn|n=1,⋯,N} - transmit powers.  

BW(ck) - channel bandwidth. 

It requires the simultaneous optimisation of multiple 

conflicting non-convex objective functions, the problem that is 

described is difficult to solve. This entails a substantial obstacle 

to overcome. The fact that the inXSs are independent and do not 

communicate with one another, in addition to the requirement that 

signalling overhead within subnetworks be reduced, makes the 

situation even more difficult to solve. 

3.3 RESNETS 

As a result of the rapid development of computer technology 

and the improvement in the performance of computer hardware, 

deep learning has gone a long way in recent years. The 

advancement of deep learning can be largely attributed to these 

two contributing elements. The CNN is an advanced, multi-tiered 

feedforward neural network that is not only immune to the 

consequences of errors but also can educate itself. It can come up 

with answers to difficult questions even when presented with 

uncertain circumstances and difficult circumstances.  

Its ability to generalise is significantly better than that of other 

methods that are presently being utilised in the industry. An input 

layer, several layers of convolution, pooling layers, an entirely 

connected layer, an output layer, and a final layer that is 

completely connected are the layers that make up a standard CNN 

architecture.  

ResNet-34 residual structure component not only serves as the 

network backbone but also serves as the network beating heart, 

making it an integral part of the network. We were able to 

construct CNN structures with greater flexibility and increase the 

recognition rate of wood knot defects without running into the 
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traditional problems associated with increasing the depth of 

neural networks, such as gradient disappearance or gradient 

explosion.  

This allowed us to increase the recognition rate of wood knot 

defects. This was made possible by the residual building block, 

which employs a shortcut connection to bypass the convolutional 

layers. This was made possible by the residual building block. 

Multi-Convolutional Layers (Conv), Batch Normalizations 

(BN), Rectified Linear Unit (ReLU) Activation Function, and a 

Shortcut are the components that make up the Residual Building 

Block. The outcome of the unit that was not used can be 

represented by the expression that follows: 

 y = F(x)+x 

where F is the residual function, x - residual input, and y – 

residual output. 

The rest of the network is constructed completely of the first 

convolutional layer, in addition to a few of the most fundamental 

building blocks. 

4. TRANSFER LEARNING 

The training of a CNN needs to make use of a significant 

number of distinct datasets that have been labelled to achieve the 

best possible projection performance. However, getting your 

hands on that much data can be challenging, and the cost of image 

annotation can rapidly add up to a significant amount of money. 

Transfer learning, which has been demonstrated to have a high 

level of success, is one method that can be utilised to train a neural 

network with a constrained number of datasets. It has been 

demonstrated that this is indeed feasible. 

Because there is not a significant amount of data to work with 

in this experiment, it produces overfitting problems. In addition, 

the model calls for a greater number of training epochs, which, in 

the end, results in an inferior level of model identification. 

Because of this, the model can be pre-trained on ImageNet to 

increase its capacity to recognise wood knot defects by utilising 

the idea of transfer learning. This can be done to make the model 

more accurate. The amount of time that was required for ResNet-

34 to finish its training was substantially reduced as a result of its 

adaptation to the data that was described in this paper. 

4.1.1 ReLU Nonlinearity: 

The activation function rectified linear unit, also known as 

ReLU, is frequently utilised in artificial neural networks. The 

function that we have identified as the regularised version of 

ReLU is as follows: 

 f(x)=max(0,x) 

where f - ReLU and x - input. 

Using the ReLU function to set the outputs of some neurons 

to zero makes the network sparse. This, in turn, decreases the 

interdependence of parameters and eliminates the possibility of 

overfitting. The linear unit update, also known as ReLU, is a time-

saving alternative to more complicated techniques such as 

sigmoid functions and other functions. 

The sigmoid and tanh functions, when applied to back 

propagation, bring gradients for deep neural networks very close 

to zero when the networks have achieved the saturation region. It 

is very simple for gradients to vanish, which can lead to a 

reduction in convergence and the loss of information. This can 

also occur very quickly. ReLU is a useful tool for finding a 

solution to the problem of convergence in deep neural networks. 

This is because its gradient does not generally change over the 

course of the training process.  

ReLU is unidirectional in nature, its behaviour is more 

comparable to that of biological neurons than it is to that of other 

types of artificial neurons. CNNs that are equipped with ReLU are 

capable of learning at a significantly faster rate in comparison to 

their contemporaries that are equipped with sigmoid units. 

4.1.2 Adaptive Moment Estimation (AME): 

With just one iteration, the Adam algorithm can perfect the 

optimisation of an arbitrary objective function. This is all that is 

required to make this happen. It is possible to make dynamic 

adjustments to the weights of a neural network to account for 

newly acquired training data by employing a method known as 

adaptive low-order moment estimation. This adjustment can be 

made to take into consideration the data. This technique only 

needs a modest quantity of memory, yet it performs admirably 

when it comes to calculating, and it is not difficult to put into 

action.  

The Adam algorithm can moderate the learning rate more 

effectively than it was able to do so in the past when back 

propagation and revised parameters are used together. Previously, 

the Adam algorithm was only able to do so to a limited extent. 

Adam achieves good results even when working with insufficient 

gradients and objective functions that are prone to instability. 

Adam is in a better position to successfully learn new things and 

arrive at conclusions at a more rapid pace. 

4.1.3 Cross Entropy: 

During training, the cross-entropy was used as a loss function, 

which led to b and being revised. The following is a description 

of the cross-entropy function, which can be found in the 

definition: 

 ( ) ( ) ( )2

1

, log
n

i i

i

H p q p x q x
=

=  (3) 

where H - cross entropy, x - input, p - probability, and q - 

predicted probability.  

The method was effective in resolving the issue of the weight 

and bias updates requiring an excessive amount of time, which 

was a problem that pursued the variance loss function. The 

resolution of this issue was made possible by the success of the 

methodology. There is a probability that errors will be made while 

updating the weights and variations.  

When the error is extremely minimal, the process of adjusting 

the weights and the deviations requires a noticeably longer 

amount of time. 

5. RESULTS AND DISCUSSIONS 

The ResNets has now been trained, and its performance, in 

addition to similarities to the performance of other methods has 

been analysed. The deployment area is assumed to have a side 

length of 50 metres and to contain N = 20 inXSs. Each inXS is 

assumed to have a single controller that serves as the AP for a 

sensor-actuator pair unless something else is specified.  
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When moving at a consistent speed of v = 1-3 metres per 

second throughout the territory, each inXS action conforms to the 

limited random waypoint mobility standard. We will continue 

with the assumption that the total bandwidth of the system is B = 

25 MHz, and that this bandwidth is split evenly across K = 5 

channels. This assumption will guide our next steps. 

We configured the broadcast power for all inXSs, except for 

ResNets, to be 10 dBm. Because we consider a total of six distinct 

transmit power levels for ResNets, spanning from 20 dBm to 10 

dBm with intervals of 2 dB, the resulting action space is 301. The 

transmit power levels are kept at a degree of precision that is 

deemed to be appropriate by making use of a power differential 

that is equal to 2 dB. The Table.1 includes the simulation 

conditions that can be adjusted. When it comes to defining 

deployment and other system variables, configuration choices are 

typically used as the threshold point.  

Table.1. Simulation Parameters 

Parameter Value 

Number of controllers, N 20 

Cell radius (m) 3.0 

Deployment area 50 × 50 

Velocity, v (m/s) 3.0 

Number of devices, M 1 

Number of channels, K 5 

Mobility model Waypoint mobility  

Pathloss exponent, γ 2.2 

Shadowing standard deviation, σs (dB) 5.0 

De-correlation distance, dc (m) 2 

Lowest frequency (GHz) 3 

Transmit power levels (dBm) [-20:2:-10] 

Noise figure (dB) 10 

Per channel bandwidth (MHz) 5 

 

Fig.2. Capacity Levels 

It possible that the perceived improvement in performance 

occurred at the expense of an increase in capacity below the same 

percentile. DL is not any more effective than the greedy baseline, 

even though it utilises the same data that ResNets does. It is highly 

likely that the increased efficacy of the ResNets is the outcome of 

a synergistic effect brought about by the combination of a low 

SINR quantization threshold and the utilisation of a wide variety 

of power settings.  

 

Fig.3. Selection Power Distribution at v = 1m/s 

 

Fig.4. Selection Power Distribution at v = 2m/s 

It is necessary to engage in deliberation while keeping the 

communication-theoretic goals of the system in mind to place the 

barrier in an appropriate position. We will investigate how the 

existence of something affects a person decision to communicate. 

The Fig.2 – Fig.5 demonstrates that as the quantization cutoff 

is increased, there is a movement away from higher-power actions 

and towards lower-power actions. This occurs because higher-

power actions require more energy to perform. The cutoff level 

can be anywhere from 2 to 16 decibels, and the median transmit 

strength will drop by approximately 3 decibels as a result. In this 

section, we demonstrate the percentage decrease in capacity that 

can be achieved with various sensing intervals in comparison to 

the capacity that can be achieved with perfect sensing as the 

benchmark. This is done by comparing the capacity that can be 

achieved with perfect sensing to the capacity that can be achieved 

with various sensing intervals.  



S RAMASAMY et al.: AN INTELLIGENT RESNETS RESOURCE ALLOCATION FRAMEWORK FOR 5G NETWORKS 

2842 

 

Fig.5. Selection Power Distribution at v = 3m/s 

According to the findings, in contrast to the existing method, 

the recommended 1-bit information methods are less impacted by 

shifts in the length of the detecting intervals. This is the case 

because these methods only use one bit of information.  

6. CONCLUSION 

    An increase in the detecting interval has only a minimal effect 

on the performance of the AME strategy, this makes it the most 

reliable choice among the available options. ResNets only reduce 

capacity by 50% at a latency of twenty-five transmission instants, 

whereas greedy can reduce capacity by anywhere from 70 to 80%. 

This suggests that the proposed methods offer performance that is 

comparable to or better than the baseline, while simultaneously 

significantly reducing the exchange overhead and improving the 

system resilience to sensing intervals, some of which may be 

unavoidable in practise. The proposed methods offer a compelling 

combination of benefits. Furthermore, this seems to imply that 

these enhancements can be accomplished while simultaneously 

lowering the exchange overhead. 

REFERENCES 

[1] V. Saravanan, D. Saravanan and H.P. Sultana, “Design of 

Deep Learning Model for Radio Resource Allocation in 5G 

for Massive IoT Device”, Sustainable Energy Technologies 

and Assessments, Vol. 56, pp. 103054-103064, 2023. 

[2] M. Sheng and J. Li, “Coverage Enhancement for 6G 

Satellite-Terrestrial Integrated Networks: Performance 

Metrics, Constellation Configuration and Resource 

Allocation”, Science China Information Sciences, Vol. 66, 

No. 3, pp. 1-20, 2023. 

[3] J. Singh, J. Deepika and J. Sathyendra Bhat, “Energy-

Efficient Clustering and Routing Algorithm Using Hybrid 

Fuzzy with Grey Wolf Optimization in Wireless Sensor 

Networks”, Security and Communication Networks, Vol. 

2022, pp. 1-12, 2022. 

[4] J. Huan and K. Yu, “Opportunistic Capacity based Resource 

Allocation for 6G Wireless Systems with Network Slicing”, 

Future Generation Computer Systems, Vol. 140, pp. 390-

401, 2023. 

[5] Y. Robinson, E.G. Julie and P.E. Darney, “Enhanced Energy 

Proficient Encoding Algorithm for Reducing Medium Time 

in Wireless Networks”, Wireless Personal Communications, 

Vol. 131, pp. 3569-3588, 2021. 

[6] R. Indhumathi and A. Pandey, “Design of Task Scheduling 

and Fault Tolerance Mechanism Based on GWO Algorithm 

for Attaining Better QoS in Cloud System”, Wireless 

Personal Communications, Vol. 95, pp. 1-19, 2022. 

[7] P. Qin and S. Geng, “Content Service Oriented Resource 

Allocation for Space-Air-Ground Integrated 6G Networks: 

A Three-Sided Cyclic Matching Approach”, IEEE Internet 

of Things Journal, Vol. 10, No. 1, pp. 828-839, 2022. 

[8] S.U. Jamil, “Resource Allocation and Task Off-Loading for 

6G Enabled Smart Edge Environments”, IEEE Access, Vol. 

10, pp. 93542-93563, 2022. 

[9] T. Karthikeyan, K. Praghash and K.H. Reddy, “Binary 

Flower Pollination (BFP) Approach to Handle the Dynamic 

Networking Conditions to Deliver Uninterrupted 

Connectivity”, Wireless Personal Communications, Vol. 

121, No. 4, pp. 3383-3402, 2021. 

[10] T.Q. Duong and H. Shin, “Quantum-Inspired Machine 

Learning for 6G: Fundamentals, Security, Resource 

Allocations, Challenges, and Future Research Directions”, 

IEEE Open Journal of Vehicular Technology, Vol. 3, pp. 

375-387, 2022. 

[11] F.D.O. Torres, D.L. Cardoso and R.C. Oliveira, “Radio 

Resource Allocation in a 6G D-OMA Network with 

Imperfect SIC: A Framework Aided by a Bi-Objective 

Hyper-Heuristic”, Engineering Applications of Artificial 

Intelligence, Vol. 119, pp. 105830-105843, 2023. 

[12] D.H. Tran and B. Ottersten, “Satellite-and Cache-Assisted 

UAV: A Joint Cache Placement, Resource Allocation, and 

Trajectory Optimization for 6G Aerial Networks”, IEEE 

Open Journal of Vehicular Technology, Vol. 3, pp. 40-54, 

2022. 

[13] H.B. Salameh and A. Al-Ajlouni, “Energy-Efficient Power-

Controlled Resource Allocation for MIMO-based 

Cognitive-enaBled B5G/6G Indoor-Flying Networks”, 

IEEE Access, Vol. 10, pp. 106828-106840, 2022. 

[14] T.K. Rodrigues and N. Kato, “Network Slicing with 

Centralized and Distributed Reinforcement Learning for 

Combined Satellite/Ground Networks in a 6G 

Environment”, IEEE Wireless Communications, Vol. 29, 

No. 1, pp. 104-110, 2022.

 


