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Abstract 

Nowadays, the security has become a critical part of any organization 

or industry information systems.  The Intrusion Detection System is 

an effective method to deal with the new kind of threats such as DoS, 

Porbe, R2L and U2R. In this paper, we analyze the various 

approaches such as Hidden Semi Markov Model, Conditional 

Random Fields and Layered Approach, Bayesian classification, Data 

Mining techniques, Clustering Algorithms such as K-Means and 

Fuzzy c-Means, Back Propagation Neural Network, SOM Neural 

Network, Rough Set Neural Network Algorithm, Genetic Algorithm, 

Pattern Matching, Principle Component Analysis, Linear 

Discriminant Analysis, Independent Component Analysis, 

Multivariate Statistical Analysis, SOM/PSO algorithm etc. The 

performance is measured for two different datasets using various 

approaches. The datasets are trained and tested for identifying the 

new attacks that will affect the hosts or networks. The well known 

KDD Cup 1999 or DARPA 1999 dataset has been used to improve the 

accuracy and performance. 

The four groups of attacks are identified as Probe, DoS, U2R and 

R2L. The dataset used for training set is 494,021 and testing set is 

311,028. The aim is to improve the detection rate and performance of 

the proposed system. 

Keywords:   

Intrusion Detection, Neural Networks, Data Mining, KDD Cup, 

DARPA 

1. INTRODUCTION

An intrusion detection system (IDS) is a major component of 

the information security framework. The main goal of IDS is to 

develop a system which can automatically scan network activity 

and detect the attacks. Once an attack is detected, the system 

administrator can decide who can take necessary action and 

prevent those attacks. 

In past years, there were only few intruders and so the user 

could manage them easily from the known or unknown attacks, 

but in recent years the security is the most serious problem. 

Because the intruders introduce a new variety of intrusions in the 

market, so that the user can‟t manage the computer systems and 

networks properly. 

Intrusion detection attacks can be classified into two groups: 

i) Misuse based or Signature based / Known Attacks

ii) Anomaly based Intrusion Detection / Unknown Attacks

The misuse based or signature based intrusion detection 

system detects the intrusion by comparing the existing signatures 

in the database. The signature based intrusions are called known 

attacks. The users detect the intrusion when they match with the 

signatures log files.  The log file contains the list of known 

attacks which are detected from the computer system or 

networks.  The anomaly based intrusion detection is called as 

unknown attacks and, this attack is observed from network and 

thus deviates from the normal attacks. 

The intrusion detection systems are classified as Network 

based, Host based and Web based attacks.  The network based 

attack may be either misuse based or anomaly based attacks. 

The network based attacks are caused due to interconnection of 

computer systems.  The system communicates with each other 

and so the attack is sent from one computer system into another 

computer system by the way of routers and switches.  

The host based attacks are detected in a single computer 

system and it is easy to prevent the attacks. This attack mainly 

occurs when some external devices are connected. The external 

devices are pen drive, CD, VCD, Floppy, etc. The web based 

attacks occurs, when systems are connected over the internet and 

so, the attacks spread into different systems through the email, 

chatting, downloading materials etc.  

The examples of different attacks are denial-of-service 

(DoS), Distributed denial-of-services (DDoS), Worm based 

attack, port scanning, Flash crowd, Alpha flows, probe, user-to-

root (U2R), remote-to-local (R2L) etc. 

Different approaches and algorithms are used to detect the 

attack.  The most widely used approaches are:  Neural Network 

based approaches, Statistical based approaches, Data Mining 

based Approaches, Genetic Algorithm based approaches, and 

Fuzzy Logic based approaches. 

In this paper we propose the techniques which can detect 

network based attacks using neural network classification. This 

method follows a pattern of normal and intrusive activities, such 

as DoS, U2R, Probe, R2L and Normal and classified a set of 

classification techniques based on deviation between current and 

reference behavior. Neural network is evaluated by dataset 

KDD99 or DARPA Dataset. We study the various neural 

network classification techniques to verify its feasibility and 

effectiveness. Experimental results show that this method can 

improve the performance, effectiveness and reduce the missing 

alarm in IDS. 

The rest of the paper discusses the different approaches. The 

section 2 describes the datasets, section 3 discusses Network 

Based Approach and section 4 describes Host Based Approach. 

Section 5 describes comparative analysis; Section VI derives the 

summaries of section 3 & 4 and section 7 discusses the 

references. The intrusion detection can be classified into three 

categories and the classification is shown in Fig.1.
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Fig.1. Classification of Intrusion Detection System

2. DATASETS 

There are two well known data sets used in this area of 

intrusion detections. They are KDDcup99 Dataset and 

DARPA98 Dataset [1]. 

2.1 KDD CUP 1999 DATASET 

The KDD Cup 1999 dataset has been used for the evaluation 

of anomaly detection methods. The KDD Cup 1999 training 

dataset consists of approximately 4,900,000 single connections 

vectors each of which containing 41 features and is labeled as 

either normal or an attack, with exactly one specific attack type.  

The datasets contain a total number of 24 training attack types 

and 14 testing attack types. 

In KDD Cup 1999 dataset has different types of attacks. 

They are back, buffer_overflow, ftp_write, guess_passwd, imap, 

ipsweep, land, loadmodule, multihop, neptune, nmap, normal, 

perl, phf, pod, portsweep, rootkit, satan, smurf, spy, teardrop, 

warezclient, warezmaster. These attacks can be divided into 4 

groups are denial of service attacks, attacks from a remote 

system to a local user, attacks from a local user to root, and 

surveillance or probing attacks. The Table.1 shows the list of 

attacks category wise. 

Table.1. List of attacks - category wise 

DoS R2L U2R Probe 

back  

land  

neptune 

pod  

smurf 

teardrop  

ftp_write  

guess_passwd  

imap  

multihop  

phf  

spy 

warezclient  

warezmaster 

buffer_overflow  

loadmodule  

perl  

rootkit  

ipsweep  

nmap  

portsweep  

satan 

 Denial of Service (DoS) attacks: deny legitimate requests 

to a system, e.g. flood 

 User-to-Root (U2R) attacks: unauthorized access to local 

super user(root) privileges, e.g. various buffer overflow 

attacks 

 Batch-Sequential Methods 

 Hidden Semi Markov Model 

 Markov Modulated 

 Adaboost algorithm 

 Conditional Random Fields 

and Layered Approach 

 Bayesian classification  

 Correlation Coefficient Matrix 

 Hierarchical Gaussian Mixture 

Model 

 Data Mining Techniques 

 clustering algorithms such as 

K-Means and Fuzzy c-Means 

 Voting Ensemble System 

 Back Propagation Neural 

Network 

 SOM neural network 

 Genetic Algorithm 

 Pattern Matching 

 Security Agent 

 String Matching 

Algorithm 

 Genetic Algorithm 

 Principle 

Component 

Analysis 

 Linear Discriminant     

Analysis 

 Independent 

Component    

Analysis 

Intrusion Detection System 

Network Based 

Anomaly Based 
Misuse or Signature 

Based  

 Genetic Algorithm 

based Clustering 

Algorithms 

 Fuzzy C-means and 

Support Vector 

Machine algorithm 

(F-CMSVM) 

 Principle 

Component Analysis 

and Self Organizing 

Maps 

 SOM/PSO algorithm 

 Hidden Markov 

Model 

 Multivariate 

Statistical 

Analysis 

 Rough Set 

Neural Network 

Algorithm 

  BCJR decoding 

Algorithm 

Host Based  

Anomaly Based 
Misuse or Signature 

Based  
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 Remote-to-Local (R2L) attacks: unauthorized access 

from a remote machine, e.g. guessing password 

 Probing: surveillance and other probing, e.g. port 

scanning.  

2.2 DARPA DATASET 

The DARPA dataset was designed to work at MIT Lincoln 

Laboratory to support the 1998 DARPA Intrusion Detection 

Evaluation. This is a complex project supported by many 

workers. The 1998 DARPA evaluation was designed to find the 

strength and weakness of existing approaches leading to large 

performance improvements and valid assessments of intrusion 

detection systems. The concept was to generate a set of realistic 

attacks, embed them in normal data, evaluate the false alarm and 

detection rates of systems with these data, and then improve 

systems to correct the weaknesses found [2]. 

Two data sets are the result of the DARPA Intrusion 

Detection Evaluations. 

 1998 DARPA Intrusion Detection Evaluation Data Sets  

 1999 DARPA Intrusion Detection Evaluation Data Sets  

This evaluation was measured on the probability of detection 

and probability of false alarm for each system under test. These 

evaluations contributed significantly to the intrusion detection. 

All the researchers work on the general problem of workstation 

and network intrusion detection. The evaluation was designed to 

be simple, to focus on core technology issues, and to encourage 

the widest possible participation by eliminating security and 

privacy concerns, and by providing data types that were used 

commonly by the majority of intrusion detection systems. 

3. NETWORK BASED APPROACHES 

3.1 ANOMALY BASED APPROACH 

The network based anomaly is a process of monitoring the 

events occurring in a network and analyzing them for intrusions 

called unknown attacks. These attacks attempt to bypass the 

security mechanisms of network traffic.  This attack affects the 

network when a user wants to access resources over the network 

[10], [20], and [29]. 

The following are the major improvements in the network 

based anomaly: 

 Fast and accurate real-time anomaly detection  

 Minimum false alarm rate 

 Improving the performance 

When the intruders introduce new type of viruses over the 

network, the computer systems are affected. If the systems are 

affected by the viruses then the process is denied, increasing the 

false alarm rate, reducing the performance and effectiveness of 

the system [22].  

For these reasons the attacks are presented by following 

certain techniques:  

3.1.1 Batch-Sequential Methods:  

The batch and sequential methods combine in one unit to 

develop a multistage detection algorithm called batch-sequential. 

The main advantage of Batch-Sequential method is that it retains 

enough relevant information to detect network intrusions 

quickly, while maintaining the FAR (False Alarm Rate) below a 

selected level. The batch sequential method is also used to detect 

the network attacks very quickly and improve processing 

sequentially [6]. 

The method is designed to detect increase or decrease in the 

expected number of packets that are observed in all possible sets 

of size bins. 
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Which in this particular form measures the departure of the 

network traffic from the distribution P0 under which the 

expectation 
pt

i
pt

ikNE ,0  simultaneously for all i = 1,… Mpt. 

3.1.2 Adaboost Algorithm:  

The AdaBoost algorithm is a machine learning algorithm.  It 

can do many pattern recognition problems like face recognition. 

This algorithm is used to correct the misclassifications done by 

weak classifiers. The intrusion detection system uses the Dataset 

to identify the weak classifier and this feature can be converted 

into strong classifier. Because this algorithm is very fast in 

identifying the weak classifier compared with other algorithms.  

This algorithm can be applied into four modules such as feature 

extraction, data labeling, design of the weak classifiers, and 

construction of the strong classifier.  These features are used for 

detecting the intrusions; the set of data is used for training the 

labeled data; and the strong classifier is trained using the sample 

data and also obtained by combining the weak classifiers [8].  

3.1.3 Conditional Random Fields and Layered Approach:  

Conditional models are used to model the conditional 

distribution over a set of random variables and this gives better 

framework like Maxent classifiers, maximum entropy Markov 

models, and CRFs.  The training data constrains this conditional 

distribution while ensuring maximum entropy and uniformity. 

The objective of using a layered model is to reduce computation 

complexity and the overall time needed to detect anomalous 

activity among the different layers. For example, four layers are 

grouped into four attacks in the data set. The dataset used for 

four types of layers are Probe layer, DoS layer, R2L layer, and 

U2R layer. Each layer is trained independently with a set of 

relevant features [9]. 

Let X be the random variable over data sequence to be 

labeled and Y the corresponding label sequence. In addition, let 

G = (V; E) be a graph such that Y = (Yv)v(V), so that Y is indexed 

by the vertices of G. Then, (X, Y) is a CRF, when conditioned on 

X, the random variables Yv obey the Markov property with 

respect to the graph. P(Yv|X, Yw, w ≠ v) = P(Yv|X, Yw, w ~ v), 

where w ~ v means that w and v are neighbors in G. 

3.1.4 Hierarchical Gaussian Mixture Model:  

It is the process of identifying the abnormal packets in the 

network. There are two phases in the process of Hierarchical 

Gaussian Mixture Model (HGMM). The first is the training phase 

that reference templates and second is the detection phase. The 

training phase trains the sample data provided by the traffic using 

statistical model. The detection phase is used to detect the 

abnormal packets that deviate from the stored reference [16], [21]. 

http://www.ll.mit.edu/mission/communications/ist/corpora/ideval/data/1998data.html
http://www.ll.mit.edu/mission/communications/ist/corpora/ideval/data/1999data.html
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A Gaussian mixture density is a weighted sum of M 

component densities, as given by equation, 

    



M

i
ii xbwxP

1

      (2) 

where, x is a D-dimensional random vector, bi(x), i = 1,… M, are 

the component densities and wi, i = 1,… M, are the mixture 

weights. 

3.1.5 Voting Ensemble System:  

The ensemble algorithms can be divided into two categories 

that are constructed as base classifiers and voting. The 

constructing base classifier is used to prepare and build the input 

training data for building base classifiers by perturbing the 

original training data. Voting system is used to combine the base 

models for better performance [12], [27]. 

There are different ensembles of classifiers using different 

features extracted from the KDDCup‟99 intrusion detection 

dataset, and then these results are put into the voting system. 

Each classifier has a weight to denote the contributions of the 

classifier to the voting system. For each class to be identified, a 

weighted sum of base learners can be calculated as, 
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where, N is the number of classifiers, i = 1, 2... C is the class 

label, Cd is the predicted class label by the d classifier, and wd is 

the weight of the d classifier. For a given unknown pattern, the 

final class to be classified is determined by maximizing 

j
C
j V1maxarg  . 

3.1.6 Neural Network: 

i) Back-Propagation Neural Network: The Back-Propagation 

Algorithm is a supervised method, which uses steepest-method 

to reach global minima. This method involves two ways, 

Forward propagation and Reverse propagation to implement the 

Intrusion Detection System (IDS) [13], [15], [24], [11]. 

Forward Propagation: The output of each node in the 

successive layers is calculated as, 

  





 iXijW
e1

1
node a ofoutput o     (4) 

where,  

Wij = weight matrix connecting nodes of the previous 

layer i with nodes of next layer j. 

Xi = variables of a pattern 

o = output of a node in the successive layer 

Reverse Propagation: The error  for the nodes in the output 

layer is calculated as, 

 

    odo  01node a ofoutput       (5) 

The new weights between output layer and hidden layer are 

updated 

 w( + 1) = w() + (output layer) o (hidden layer)     (6) 

where,  

: is the learning factor 0 <  < 1 

The training of the network is stopped once the desired mean 

squared error (MSE) is reached as, 

 E(MSE) = E(p)    (7) 

The final updated weights are saved for detection the 

intrusion. 

ii) Genetic Algorithm: The genetic algorithm can be applied to 

solve a variety of optimization problem. At every level, the 

genetic algorithm selects random individuals from the current 

population to be parents and uses them produce the children for 

the next generation shown in Fig.2 [2], [15].  

 

Fig.2. Intrusion detection model on GNN 

Genetic algorithm can be defined as an eight-tuple: 

 SGA = (C, E, P0, M, , , , T)     (8) 

where, C represents the chromosome representation; E 

represents the fitness function; Po, the initial population; M, the 

population size; Φ, the selection operator; Γ, the crossover 

operator; Ψ, the mutation operator and T, the terminal 

conditions. 

iii) SVM and GA: The Support Vector Machine and GA are used 

in the optimum selection of principal components which are 

used for classification. These methods are capable of achieving 

minimum amount of features and maximum amount of detection 

rates [30]. 

iv) Fuzzy Clustering Neural Network: The Fuzzy clustering 

neural network uses a hybrid framework experiment over the 

NSL dataset to test the stability and reliability of the technique. 

The hybrid approach performs better detection especially for 

lower frequency of over NSL datataset compared to original 

KDD dataset, due to the removal of redundancy and incomplete 

elements in the original dataset [38]. 

v) Fuzzy rule-based systems: Three fuzzy rulebased classifiers 

detect intrusions in a network. Results are then compared with other 

machine learning techniques like decision trees, support vector 

machines and linear genetic programming. Empirical results clearly 

show that soft computing approach could play a major role for 

intrusion detection and improve the efficiency [48]. 

3.2 MISUSE/SIGNATURE BASED APPROACH 

The misuse detection systems rely on the definitions of 

misuse patterns i.e., the descriptions of attacks or unauthorized 

actions. The signature attacks are known attacks, which affect 

the network if the attacks match the database. 

3.2.1 Signature IDS Methodology:  

This IDS system follows the signature based methodology 

for ascertaining attacks. The signature based system will monitor 

Network 

packets/ 

audit data Event generator/ 

Data acquisition/ 

Data formation 

 

GNN 

Intrusion detection 

prediction 

Warning 
Security 

Administrator 
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packets on the network and match with a database of malicious 

threats and signatures [17]. 

Pre intrusion activities prepare the network for intrusion. 

These include port scanning to find a way to get into the network 

and IP spoofing to disguise the identity of the attacker or 

intruder. Signature-based IDSs operate analogously to virus 

scanners, i.e. by searching a database of signatures for a known 

identity or signature for each specific intrusion event.  

3.2.2 Genetic Algorithm:  

The GA detects the network based misuse attacks. There are 

three basic genetic operators applied to each individual with 

certain probabilities like selection, cross over, and mutation and 

find the effectiveness of the system [18], [23], [33].  

Analyzing the dataset, rules will be generated in the rule set. 

These rules will be in the form of an „if then‟ format as follows, 

 if {condition} then {act}.    (9) 

Since the GA has to use such rules to detect intrusions, such 

rules in the rule set will be codified to the GA format. Each rule 

will be represented in a GA format. 

The GA is used in the fitness function. The fitness function F 

determines whether a rule is good or bad. F is calculated for each 

rule using the support confidence framework. 

Support = |A and B| / N 

Confidence = |A and B| / |A| 

 Fitness = t1 * support + t2 * confidence    (10) 

where, N is the total number of records, |A| stands for the number 

of network connections matching the condition A, |A and B| is 

the number of records that matches the rule and t1 and t2 are the 

thresholds to balance the two terms. 

3.2.3 Feature Reduction Techniques:  

To enhance the learning capabilities and reduce the 

computational intensity of competitive learning neural network 

classifiers, different dimension reduction techniques have been 

used. These include: Principal Component Analysis, Linear 

Discriminant Analysis and Independent Component Analysis. 

i) Principal Component Analysis: Principal Component Analysis 

uses dimensionality reduction techniques for data analysis and 

compression. This technique identifies the similarities and 

differences between the patterns [19], [26]. 

Given the data, if each datum has N features represented for 

instance by X11 X12 … X1N, X21 X22….X2N, the data set can be 

represented by a matrix Xn×m. 

The average observation is defined as, 

 



n

i
iX

n
μ

1

1
     (11) 

The deviation from the average is defined as, 

 i = Xi – µ      (12) 

ii) Linear Discriminant Analysis: LDA is an optimal 

transformation matrix. LDA can be used to discriminate between 

the different classes. The analysis requires the data to have 

appropriate class labels and mathematically formulate the 

optimization procedure [19]. 

The analysis requires the data to have appropriate class 

labels. In order to mathematically formulate the optimization 

procedure, 

 .
1

1
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To compute the mean vector and the covariance matrix for 

each class and for the complete data set, 

 



J

j
j NN

1

     (14) 

where, N denotes the total number of training tokens and Nj 

stands for the number of training tokens in class j. Naturally, the 

number of classes is j. 

iii) Independent Component Analysis: ICA is a redundant 

feature, which is used to determine the performance or accuracy 

of the classifier. The ICA finds the irrelevant information. The 

ICA is used to reduce the dimensionality of the data so that a 

classifier can handle large volume of data [19]. 

The independent component analysis is expressed as the 

technique for deriving one particular W, y = Wx. 

The general learning technique to find a suitable W is, 

 W = (I – (y)yT)W      (15) 

where, (y) is a nonlinear function of the output vector y. 

3.2.4 Recurrent Neural Network:  

Recurrent Neural Network model used with four groups of 

input features has been proposed as misuse-based IDS and the 

experimental results have shown that the reduced-size neural 

classifier has improved classification rates, especially for R2L 

attack [31]. 

3.2.5 GNP and Fuzzy:  

A novel fuzzy class-association rule mining method based on 

genetic network programming (GNP) method is used for 

detecting network intrusions. The Experimental results show that 

the proposed method provides competitively high detection rates 

compared with other machine-learning techniques and GNP with 

crisp data mining [32].  

3.2.6 Fuzzy Decision Tree:  

The Fuzzy decision tree uses Mutual Correlation for feature 

selection and Fuzzy Decision Tree classifier is used for detection 

and diagnosis of attacks. The Experimental results of the 10% 

KDD Cup 99 benchmark network intrusion detection dataset 

demonstrate that the proposed learning algorithms achieve good 

accuracy, high true positive rate (TPR) and reduce false positive 

rate (FP) significantly [41], [42], [46]. 

3.2.7 Fuzzy Systems and Ant Colony Optimization:  

The fuzzy system with an Ant Colony Optimization 

procedure is used to generate high-quality fuzzy-classification 

rules. Hybrid learning approach is applied to network security 

and validated using the DARPA KDD-Cup99 benchmark data 

set. The results indicate that the proposed hybrid approach 

achieves better classification accuracies when comparison to 

several traditional and new techniques, [47]. 
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3.2.8 C5 Decision Tree:  

The multi-layer intrusion detection model is used to achieve 

high efficiency and improve the detection rate known and 

unknown attacks and classification rate accuracy by training the 

hybrid model on the known intrusion data. The experimental 

results show that the proposed multi-layer model using C5 

decision tree achieves higher classification rate accuracy, and 

less false alarm rate [39], [40]. 

3.2.9 Genetic Algorithm and Fuzzy Logic:  

The GA and Fuzzy logic focus on current development 

efforts and the solution of the problem of Intrusion Detection 

System to offer a realworld view of intrusion detection. The 

fuzzy membership value and fuzzy membership function are two 

different techniques used because the surface value is not always 

counted from the ground level. So, fuzzy sets can classify 

efficient rule sets and reduce the false alarm rate [43], [44], [45]. 

4. HOST BASED APPROACHES 

4.1 ANOMALY BASED 

The host based anomaly is a process of monitoring the events 

occurring in a host and analyzing them for intrusions. These 

attacks are attempts to bypass the security mechanisms. The 

anomaly based systems can detect known and unknown (i.e., 

new) attacks as long as the attack behavior deviates sufficiently 

from the normal behavior.  

The following are the challenges for the host based anomaly: 

 Speed 

 Performance 

 Accuracy 

 Adaptability  

4.1.1 Hidden Markov Model:  

The Hidden Markov Model (HMM) is used for system-call-

based anomaly intrusion detection. Experiments based on a 

public database demonstrate that this data preprocessing 

approach can reduce training time. A simple and efficient HMM 

anomaly intrusion algorithm is proposed as follows. 

Assume that an HMM model parameter is,  

  = {A, B, }     (16) 

where, 

A = {aij} represents the probability of being in state j at 

time t + 1, given that the state i at time t  

B = {bj
(k)

} represents the probability of observing symbol 

vk at state j  

 = {i} is the probability of being at state i at time t = 1.  

Three popular public databases have been used to test the 

HMM algorithm in detecting anomaly intrusions. The 

experiment demonstrate that up to 50 percent of the training cost 

saving can be achieved for a large data set without noticeable 

degradation of intrusion detection performance. 

4.1.2 Multivariate Statistical Analysis:  

The multivariate statistical analyses of audit trails use for 

detection of host-based intrusion. There are two types of 

statistical analysis used; T
2
 test and X

2
 test. Both tests are used 

to evaluate the performance [4].  

T
2
 test: It is used to analyze audit trails of activities in an 

information system and detect host based intrusions into the 

information system that leave trails in the audit data. Let Xi = 

(Xi1, Xi2, …., Xip) denote an observation of p measures on a 

process or system at time i.  Using a data sample of size n, the 

sample mean vector X and the sample covariance matrix S are 

usually used to estimate µ and ∑, where, 

    XXSXXT ii  1'2      (17) 

A large value of T
2
 indicates a large deviation of the 

observation Xi from the in-control population. 

X
2
 test: The X

2
 test performs well in intrusion detection, when 

tested on a small set of computer audit data containing sessions 

of both normal and intrusive activities. The X
2
 test signals of all 

the intrusion sessions and produces no false alarms on the 

normal sessions. The P variable to measure and Xj denotes the 

observation of the j
th 

(1 ≤ j ≤ p) variable at a particular time, the 

X
2 
test statistic is given by the equation, 

 
 







p

j j

jj

X

XX
X

1

2

2      (18) 

4.1.3 Rough Set Neural Network Algorithm:  

The Rough Set theory algorithm used to filter out 

superfluous, redundant information and a trained artificial neural 

network identifies any kind of new attacks [16], [28].  

Knowledge is represented by means of a table called an 

Information System given by S = <U, A, V, f>; where, U = {x1, 

x2, …, xn} is a finite set of objects of the universe (n is the 

number of objects); A is a non empty finite set of features, A = 

{a1, a2, …, am}; V = aAVa and Va is a domain of feature a; 

f:U×A→A is a total function such that f(x, a)  Va for each a  

A, x  U. If the features in A can be divided into condition set C 

and decision feature set D; i.e. A = C  D and C ∩ D = Φ. The 

information system A is called decision system or decision table. 

4.2 MISUSE OR SIGNATURE BASED APPROACH 

The host-based system is a program that operates on a 

system and receives application or operating system audit logs. 

These programs are highly useful for detecting inside attack. If 

the user attempts unauthorized activity, host-based systems 

usually detect and collect the information quickly.  

4.2.1 Genetic Algorithm based Clustering Algorithms:  

The clustering algorithm detects the signature based intrusion 

detection. The fitness calculation process consists of two phases. 

In the first phase, the clusters are formed according to the 

centres encoded in the chromosome under consideration. This is 

done by assigning each point Xi. i = l, 2, …, n, to one of the 

clusters Cj with centre Zj such as, 

  jpkpzxzx piji   and,...2,1,      (19) 

Then the new centroids are calculated according to, 

 Kix
n

z
iCjx

j
i

i ,....,2,1,
1

 


     (20) 
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where, zi  is the new centroid and nj is the number of points in 

the cluster i. After calculating new cluster centroids, cluster 

metrics must be computed for each cluster. It is the sum of the 

Euclidean distances of the points from their proper cluster 

centres [3], [34], [35]. 

4.2.2 Artificial Immune Network:  

The Artificial Immune Network is a dynamic unsupervised 

learning method which consists of a set of cells called antibodies 

interconnected by links with certain strengths. These networked 

antibodies represent the network internal images of input 

patterns contained in the environment in which it is exposed. 

The author claims that, Artificial Immune Network is robust in 

detecting novel attacks [36]. 

4.2.3 Fuzzy C-means and Support Vector Machine algorithm:  

Fuzzy C-means algorithm (FCM) is an efficient cluster 

algorithm which requires the number of clusters to be known 

beforehand for automatic clustering number determination. FCM 

aims to decide to what degree the sample data are affiliated to 

the cluster and to classify n sample data, X = {Xi | Xi  R
D
 (i = 1, 

2,…,n)} into k categories so as to compute the clustering central 

of each group C = {Cj | Cj  R
D
 (j = 1,2,…k)}. 

Fuzzy support vector machine algorithm (SVM) has been used 

in intrusion detection for automatic clustering number 

determination. Here are marked samples (X1, y1), (X2, y2),…, (Xn, 

yn). Xi  R
D 

belongs to one of two classes, yi  {-1,1} is category 

mark. The main purpose of SVM is to construct a separating hyper-

plane to separate the different samples so as to maximize the 

margin class. Then the optimizing question is shown below [25]. 

 

4.2.4 Fuzzy Rules:  

This paper proposes a refined differential evolution search 

algorithm to generate fuzzy rules detects intrusive behaviors. In 

this algorithm the global population is divided into 

subpopulations, each is assigned a distinct processor and each 

subpopulation consists of the same class fuzzy rules. These rules 

evolve independently and also demonstrate with well-known 

KDD Cup 1999 Dataset [37].  

5. COMPARATIVE ANALYSIS 

The comparative analysis describes the Network Based 

Anomaly, Misuse/Signature with Network and Host Based 

Anomaly.  

The Table.2 describes the various techniques used to find the 

detection rate which is used to measure the performance of the 

host or network.  

Table.2 shows four groups of attacks such as Probe, DoS, 

U2R and R2L. The Probe attack detection rate achieved the 

minimum of 0.83% and maximum of 99.95%. The DoS attack 

detection rate achieved the minimum of 0.88% and maximum of 

99.99%. The U2R attack detection rate achieved the minimum of 

0.01% and maximum of 99.96%. The R2L attack detection rate 

achieved the minimum of 0.22% and maximum of 99.97%. The 

KDD Cup Dataset represents the training set is 494,021 and 

testing set is 311,028. The main aim of the proposed system is to 

improve the detection rate and reduce the false alarm rate. 

The number of samples selected for training set and testing 

set for detecting the attacks and the detection rates compared is 

shown in Table.2. 

Table.2. Comparison of Detection Rates in various classifiers

Ref. 

No. 
Techniques used Features Normal % 

Probe 

% 
DoS % U2R % R2L % 

Overall 

Results  

% 

No. of 

samples 

for 

Training 

Set 

No. of 

samples 

for Test 

Set 

[8] AdaBoost-Algorithm 41 - - - - - 
90.04 -

90.88 % 
494,021 311,029 

[9] 
Layered Conditional 

Random Fields 
21 - 98.6% 97.4% 86.3% 29.6% - 494,020 311,029 

[16] Gmix 41 98.97% 93.03% 88.24% 22.8% 9.6% - 494,020 

311,029 

[16] RBF 41 99.07% 91.31% 75.10% 7.01% 5.6% - 

- 

[16] SOM 41 93.98 % 64.30% 96.10% 21.49% 11.7% - 

[16] Binary Tree 41 96.43 % 77.94% 96.45% 13.59% 0.44% - 

[16] ART 41 97.19 % 98.48% 97.09% 17.98% 11.3% - 

[16] LAMSTAR 41 99.69 % 98.48% 99.21% 28.94% 41.2% - 

[16] HGMM 41 88.14 % 99.33% 99.78% 96.01% 82.66% - 

[12] voting+J48+Rule 41 - - - - - 97.47% 
Full 

Dataset 
10 fold 

cross 

validation [12] voting+AdaBoost+J48 41 - - - - - 97.38% - 
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[16] 

Rough 

Set Neural Network 

Algorithm 

41 - - - - - 90% 6128 sets 

257 sets 

[16] 

Rough 

Set Neural Network 

Algorithm 

7 - - - - - 83% - 

[18] Genetic Algorithm 41 93.8% - 
Smurf - 

67.3% 
- 

WarezM

aster - 

76.6% 

- - - 

[19] Gmix 13 99.0 % 93.0% 88.3% 18.4% 10.5% - 
Full tree 

for testing 

- 

[19] RBF 13 98.9 % 88.9% 75.1% 4.38% 5.40% - 

- 

[19] Binary Tree 13 96.8 % 74.4% 96.4% 12.7% 0.44% - 

[19] LAMSTAR 13 99.7 % 98.9% 99.2% 30.3% 41.2% - 

[19] SOM 13 93.8 % 61.2% 96.1% 21.5% 10.9% - 

[19] ART 13 97.0 % 95.3% 97.0% 18.0% 11.0% - 

[25] SVM 41 19.48% 1.34% 73.90% 0.07% 5.20% 100.00% 24,701 15,551 

[26] Gmix 41 98.97 % 93.03% 88.24% 22.8 % 9.6% - 494,020 

311,029 

[26] RBF 41 99.07 % 91.31% 75.10% 7.01% 5.6% - 

- 

[26] SOM 41 93.98 % 64.30% 96.10% 21.49% 11.70% - 

[26] Binary Tree 41 96.43 % 77.94% 96.45% 13.59% 0.44% - 

[26] ART 41 97.19 % 98.48% 97.09% 17.98% 11.29% - 

[26] LAMSTAR 41 99.69 % 98.48% 99.21% 28.94% 41.20% - 

[27] Ensemble Model 41 99.27% 99.88% 98.26% 99.96% 99.79% - 5,092 6,890 

[29] 
Self Adaptive Bayesian 

Algorithm 

 

12 
99.97% 99.91% 99.99% 99,36% 99.53% - 494,020 311,028 

[29] 
Self Adaptive Bayesian 

Algorithm 

 

17 
99.96% 99.95% 99.98% 99.46% 99.69% - 494,020 311,028 

[35] Genetic Algorithm 41 69.5% 71.1% 99.4% 18.9% 5.4% - 494,021 311,029 

[38] 
Fuzzy Clustering 

Neural Network 
41 99.5% 88% 97.9% 87.9 46.8 - 18,285 311,089 

[38] 

Fuzzy Clustering 

Neural Network using 

NSL Dataset 

41 98.2% 94.1% 99.1% 89 78 - 18,285 311,089 

[42] PSO based Fuzzy System 41 - 76.66 98.49 16.22 12.17 93.7 494,020 311,029 

[46] 

linguistic hedged fuzzy-

XCS 

classifier 

41 99.45 83.32 97.12 13.16 8.4 91.81 494,020 311,029 

[47] 

Evolutionary Fuzzy 

Systems and Ant Colony 

Optimization 

41 96 86.25 98.83 72.8 33.45 - 752 311,029 

[48] Fuzzy rule-based systems 41 100 99.93 99.96 94.11 99.98 - 5,092 6,890 
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6. SUMMARY 

The Multivariate Statistical Analysis methods are used to 

determine the anomaly detection and compared with the 

performance of the system [4]. The Hidden Markov Model is 

used to implement and determine the system on call based 

anomaly intrusion detection [5].  

The Adaptive Sequential and Batch-Sequential Change-Point 

Detection Methods are used for detecting the attacks in the 

network traffic. This method uses the network simulator and real-

life testing for detecting the attacks [6]. The model-free based 

approach using Markov modulated process mainly involves 

detecting the anomaly based attacks over the network [7].  

The Adaboost Based Algorithm with decision rules provides 

both categorical and continuous features. This algorithm mainly 

focuses on four modules: feature extraction, data labeling, 

design of the weak classifiers, and construction of the strong 

classifier. [8]. Conditional Random Fields and Layered 

Approach are addressed by the two issues of Accuracy and 

Efficiency. This approach uses KDD cup ‟99 intrusion detection 

data set for detecting the attacks [9].  

The Hierarchical Gaussian Mixture Model detects network 

based attacks as anomalies using statistical classification 

techniques.  This model is evaluated by well known KDD99 

dataset. Six classification techniques are used to verity the 

feasibility and effectiveness by reducing the missing alarm and 

accuracy of the attack in Intrusion Detection System [16]. The 

clustering algorithms such as K-Means and Fuzzy c-Means in 

data mining concepts are used for network intrusion detection 

and KDD Cup 99 data set is used for demonstration which 

performs both accuracy and computation time [14]. 

The system analyzes the performance of some data classifiers 

in a heterogeneous environment using voting ensemble system.  

The system is used to detect anomaly based network intrusions 

and demonstrated using KDD Cup 1999 benchmark dataset, 

which gives better result in detecting anomaly intrusion 

detection compared with other techniques [12].   

The neural network is used to detect anomaly intrusions. 

Every day the system administrator checks the user‟s sessions. 

In case if there is no match in their normal pattern, the 

investigation can be launched. The NNID model implemented in 

a UNIX environment keep the log files when the commands 

executed to detect intrusions in a network computer system [13]. 

The genetic neural network combines the good global searching 

ability of genetic algorithm with the accurate local searching 

feature of Back Propagation networks to optimize the initial 

weights of neural networks. The result shows fast learning speed 

and high-accuracy categories [15], [18].  

A Rough Set Neural Network Algorithm reduces a number 

of computer resources required to detect an attack from host 

based.  The KDDCup‟99 dataset is used to test the data and 

given the better and robust result [16]. The signature based 

intrusion detection system is used to monitor the packets from 

the network and this packet has been compared with signature 

database. VC++ software is used for implementation [17].  

The feature reduction techniques such as Independent 

Component Analysis, Linear Discriminant Analysis and 

Principal Component Analysis reduce the computational 

intensity. KDD Cup 99 dataset is used to reduce computation 

time and improve the accuracy of the systems [19]. 

In this paper, various methods for Intrusion Detection 

System are reviewed. The host based or network based attacks 

comprises the information to protect the data or information 

from unauthorized users. 

The main objective of the system is to detect the new 

intruder.  The intrusion detection system has been developed 

using various methods and techniques, these are used to find the 

new threats over the hosts or networks.   The dataset has been 

used for training and testing the different types of attacks using 

various techniques. The overall performance and accuracy of the 

system can be improved a lot.   
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